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Abstract

We propose a general framework for inconsistency-tolerant
query answering within existential rule setting. This frame-
work unifies the main semantics proposed by the state of art
and introduces new ones based on cardinality and majority
principles. It relies on two key notions: modifiers and infer-
ence strategies. An inconsistency-tolerant semantics is seen
as a composite modifier plus an inference strategy. We com-
pare the obtained semantics from a productivity point of view.

Introduction

In this paper we place ourselves in the context of Ontology-
Based Data Access and we address the problem of query
answering when the assertional base (which stores data) is
inconsistent with the ontology (which represents generic
knowledge about a domain). Existing work in this area
studied different inconsistency-tolerant inference relations,
called semantics, which consist of getting rid of inconsis-
tency by first computing a set of consistent subsets of the
assertional base, called repairs, that restore consistency w.r.t
the ontology, then using them to perform query answering.
Most of these proposals, inspired by database approaches
e.g. (Arenas, Bertossi, and Chomicki 1999) or propositional
logic approaches e.g. (Benferhat, Dubois, and Prade 1997),
were introduced for the lightweight description logic DL-
Lite e.g. (Lembo et al. 2015). Other description logics e.g.
(Rosati 2011) or existential rule e.g. (Lukasiewicz et al.
2015) have also been considered. In this paper, we use ex-
istential rules e.g.(Baget et al. 2011) as ontology language
that generalizes lightweight description logics.

The main contribution of this paper consists in setting up
a general framework that unifies previous proposals and ex-
tends the state of the art with new semantics. The idea behind
our framework is to distinguish between the way data asser-
tions are virtually distributed (notion of modifiers) and infer-
ence strategies. An inconsistency-tolerant semantics is then
naturally defined by a modifier and an inference strategy.
We propose a classification of the productivity of hereby ob-
tained semantics by sound and complete conditions relying
on modifier inclusion and inference strategy order. The ob-
jective of framework is to establish a methodology for incon-
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sistency handling which, by distinguishing between modi-
fiers and strategies, allows not only to cover existing seman-
tics, but also to easily define new ones, and to study different
kinds of their properties. Detailed proofs can be found in the
associated technical report (Baget et al. 2016).

Preliminaries

We consider first-order logical languages without functional
symbols, hence a ferm is a variable or a constant. In the fol-
lowing, by query, we mean a Boolean conjunctive query, i.e.,
an existentially quantified conjunction of atoms (note that
more general kinds of queries could be considered). Given a
set of facts A (atoms without variables) and a query g, the
answer to g over A is yes iff Al=q, where |= denotes stan-
dard entailment.

A knowledge base can be seen as a database enhanced
with an ontological component. Since inconsistency-tolerant
query answering has been mostly studied in the context of
description logics (DLs), and especially DL-Lite, we will
use some DL vocabulary, like ABox for the data and TBox
for the ontology. However, our framework is not restricted to
DLs, hence we define TBoxes and ABoxes in terms of first-
order logic. We assume the reader familiar with the basics
of DLs and their logical translation. An ABox is a set of as-
sertions. As a special case we have DL assertions restricted
to unary and binary predicates. A positive axiom is of the
form VxVy(B|x,y]—3z H[y, z]) where B and H are con-
junctions of atoms (in other words, it is a positive existential
rule). As a special case, we have for instance concept and
role inclusions in DL-Lite, which are respectively of the
form B;C By and S1C.S5, where B;:=A|3S and S;:=P|P~
(with A an atomic concept, P an atomic role and P~ the
inverse of an atomic role). A negative axiom is of the form
Vx(B[x]—_Ll) where B is a conjunction of atoms (in other
words, it is a negative constraint). As a special case, we
have for instance disjointness axioms in DL-Liter, which
are of the form B1C—B; and S1C—5,. A TBox T=T,UT,
is partitioned into a set 7, of positive axioms and a set 7,
of negative axioms. A knowledge base (KB) is of the form
K=(T, A) where A is an ABox and 7T is a TBox. K is said to
be consistent if TUA is satisfiable, otherwise it is said to be
inconsistent. We also say that A is (in)consistent (with 7T,
which reflects the assumption that T is reliable. The answer
to a query ¢ over a consistent KB K is yes iff (T, A)}=q.



When K is inconsistent, standard entailment is not appropri-
ate since all queries would be positively answered.

A key notion in inconsistency-tolerant query answering is
the one of a repair of the ABox w.r.t. the TBox. A repair is a
subset of the ABox consistent with the TBox and inclusion-
maximal for this property. We denote by R(.A) the set of A’s
repairs (for easier reading, we often leave 7 implicit in our
notations). Note that R(A)={.A} iff A is consistent. Some
of inconsistency-tolerant semantics use the notion of posi-
tive closure of an ABox. The positive closure of A (w.r.t. T),
denoted by CI(.A), is obtained by adding to .A all assertions
(built on the individuals occurring in .A) that can be inferred
using the positive axioms of the TBox, namely: CI(A)={A
atom | (7,, A)=A and terms(A) C terms(A)}. Note that the
set of atomic consequences of a KB K=(T, .A) may be infi-
nite whereas the positive closure of A is always finite since
it does not contain new terms. Note also that .4 is consistent
(with T) iff CI(A) is consistent (with 7). We can now re-
call the most well-known inconsistency-tolerant semantics
(Arenas, Bertossi, and Chomicki 1999; Lembo et al. 2015;
Bienvenu 2012). The most commonly considered semantics
for inconsistency-tolerant query answering, inspired from
previous work in databases, is the following: ¢ is said to
be a consistent consequence (or AR-consequence) of /C if
it is a standard consequence of each repair of 4. Variants
of this semantics have been proposed. The CAR-entailment
that consider a query as valid if it can be entailed using re-
pairs computed from closed ABox. IAR-entailment (resp.
ICAR-entailment) that considers the intersection of all re-
pairs (resp. repairs computed from closed ABox), the ICR-
entailment that considers the intersection of closed repairs.

A Unified Framework for
Inconsistency-Tolerant Query Answering

In this section, we define a unified framework for
inconsistency-tolerant query answering based on two main
concepts: modifiers and inference strategies.

Let us first introduce the notion of MBox KBs. While a
standard KB has a single ABox, it is convenient for subse-
quent definitions to introduce KBs with multiple ABoxes.
Formally, an MBox KB is of the form K =(T, M) where
T is a TBox and M={Ay,...,A,} is a set of ABoxes called
an MBox. We say that K is consistent, or M is consis-
tent (with 7) if each A; in M is consistent (with 7). In the
following, we start with an MBox KB which is a possibly
inconsistent standard KB (i.e. with a single ABox in M)
and produce a consistent MBox KB, in which each element
reflects a virtual reparation of the initial ABox.

Elementary and Composite Modifiers

We first introduce three classes of elementary modifiers: ex-
pansion, splitting and selection. For each class, we consider
a “natural” instantiation, namely positive closure, splitting
into repairs and selecting the largest elements (i.e., maximal
w.r.t. cardinality). Elementary modifiers can be combined to
define composite modifiers. Given the three natural instan-
tiations of these modifiers, we show that their combination
yields exactly eight different composite modifiers.

[ Kpm=(T, M ={A}) |

Splitting:o
=0rep (M)

Expansion:

oc1 (M)

Expansion:os
=01 (Orep(M))

Splitting:o7=
Orcp(ocl (M)

Selection: og=
Ocard(9rep(M))

Selection: og=
Ocard(9ct(Orep(M)))

Expansion:oz=
%ct(9card(Orep(M)))

Selection: o4=
°card(9ct(®card(0rep(M))))

Selection: og=
Oca,rd(orep (01 (M)))

Figure 1: The eight possible combinations of modifiers from a
single MBox KB Ky =(T, M = {A})

Expansion modifiers. The expansion of an MBox consists
in explicitly adding some inferred knowledge to its ABoxes.
A natural expansion modifier consists in computing the pos-
itive closure of an MBox, which is defined as follows:

oa(M) = {CUA)|A; € M)

Splitting modifiers. A splitting modifier always produces a
consistent MBox and replaces each .4; of an MBox by one or
several of its consistent subsets. A natural splitting modifier
consists of splitting each ABox into the set of its repairs:

orep(M) = U 4, e i {R(A)}
Selection modifiers. A selection modifier selects some sub-
sets of an MBox. As a natural selection modifier, we con-
sider the cardinality-based selection modifier, which selects
the largest elements of an MBox:

Ocard(M) ={A; € MHQA] e Ms.it ‘.Aj| > | A}

We call a composite modifier any combination of these
three elementary modifiers. We now study the question of
how many different composite modifiers yielding consistent
MBoxes exist and how do they compare with each other.
We begin with some properties that considerably reduce the
number of combinations to be considered. The three modi-
fiers are idempotent and o, o, need to be applied once.

Lemma 1. For any MBox M, the following holds: (1)
oct(0c1(M)) = 0a(M), orep(orep(M)) = 0rep(M) and
ocard(9cara(M)) = ocara(M). (2) Let o4 be any com-
posite modifier. Then o, (0g(oc(M))) = o4(oq(M)), and
Orep(0d(Orep(M))) = 0a(0rep(M)).

Figure 1 presents the eight different composite modifiers
(thanks to Lemma 1) that can be applied to an MBox initially
composed of a single (possibly inconsistent) ABox. At the
beginning, one can perform either an expansion or a split-
ting operation (the selection has no effect). Expansion can
only be followed by a splitting or a selection operation. After
Orep(0c1(M)) only a selection can be performed. Similarly,
if one starts with a splitting operation followed by a selec-
tion operation, then only an expansion can be done. From
0c1(0card(orep(M))) only a selection can be performed.

To ease reading, we also denote the modifiers by short
names reflecting the order in which the elementary modifiers
are applied, using the following letters: R for o,.,, C for o
and M for o.,,.4 as shown in Table 1.



Modifier Combination
R 01 = Opep(.)
MR o2 = Ocard(orep(-))
CMR 03 = ocl(ocard(orep(-)))
MCMR 04 = Ocn,'rd(ocl (Ocard(o7'ep(~))))
CR O = Ocl(o'r‘ep(~))
MCR 06 = Ocard(ocl(orep(-)))
RC 07 = 0rep(0ai(-))
MRC o8 = Ocu'r'd(o’l’ep(ocl(~)))

Table 1: The eight possible composite modifiers for an

MBox Ku=(T, M = {A})

Theorem 1. Let Ky =(T, M = {A}) be a possibly incon-
sistent KB. Then for any composite modifier o. that can be
obtained by a finite combination of the elementary modi-
fiers opep, Ocard, Oci, there exists a composite modifier o;
in {0y ...0g} (see Table 1) such that o.(M)=0,(M).

Example 1. Let Kpy=(T, M) be an MBox DL-Lite KB
where T_{AE—!B AE—\C BE—\C AED, BED, CED,
BCE, CCE} and M={{A(a), B(a),C(a), ( )}}. We
have o, (M)={{A(a), A(b)}.{B(a), A(D)}, {C( A(b)}},
o5(M)={{A(a), D(a), A(b), D(b)},{B(a), D E(a

A(b),D(b)}, {C(a), D(a), E(a), A(b), D(b }}
os(M)={{B(a), D(a), E(a), A(b), D(b)},{C(a), D(a),
E(a), A(b), D(b)}}.

The composite modifiers can be classified according to
“inclusion” as depicted in Figure 2. We consider the rela-
tion, denoted Cp, defined as follows: given two modifiers
X and Y, XCRY if, for any MBox M, for each A€ X (M)
there is BEY (M) s.t ACB. We also consider two special-
izations of Cg: the “true” inclusion C i.e. X (M)CY (M)
and the “closure” inclusion, denoted C.;: X C Y if Y (M)
is the closure of X (M) (then each A€ X (M) is included
in its closure in Y (M)). In Figure 2, we label each edge by
the most specific inclusion relation that holds from X to Y.
Transitivity edges are not represented.

)
}
(

)

Inference Strategies for Querying an MBox

An inference strategy takes as input a consistent MBox KB
Km=(T, M) and a query ¢ and determines if ¢ is entailed
from /C . We consider four main inference strategies: uni-
versal, safe, majority-based and existential. We formally de-
fine these inference strategies as follows:

* Query ¢ is a universal consequence of K, denoted by
K }Zv q iff VA; € M,<T7 AZ> |= q.

* Query ¢ is a safe consequence of K4, denoted by
Km En ¢ iff (T, Mg, end Ai) ¢

* Query q is a majority-based consequence of C ¢, denoted
by Kt Fmaj g, iff ASAEIATANE > 19
* Query g is an existential consequence of o, denoted by

K ):3 qiff dA; € M, <T, .Az> ): q.

The universal inference strategy, also known as skepti-
cal inference, is a standard way to derive conclusions from
conflicting sources. It is used for instance in default reason-
ing where one only accepts conclusions derived from each
extension of a default theory. The safe inference is a very
sound and conservative inference relation since it only con-
siders assertions shared by different ABoxes. The existential

Figure 2: Inclusion relations between composite modifiers.

inference, also called brave inference, is a very adventurous
inference relation and may derive conclusions that are to-
gether inconsistent with 7. It is often considered as undesir-
able when the KB represents available knowledge on some
problem. It makes sense in some decision problems when
one is only looking for a possible solution of a set of con-
straints or preferences. Finally, the majority-based inference
considers as valid all conclusions entailed from 7 and the
majority of ABoxes. It can be seen as a good compromise
between universal/safe inference and existential inference.

Given two inference strategies s; and s;, we say that s; is
more cautious than s;, denoted s;<s;, when for any consis-
tent K¢ and any query g, if K =5, q then Kf=s, q. The
considered inference relations are totally ordered by < as
follows: N <V < maj <3

Example 2. Let us consider the MBox M;ji=01(M)
given in Example 1. We have () 4_,Ai={A(b)}, hence
K, EnD(b). We also have Ky, =vD(a). The majority-
based inference adds E(a) as a valid conclusion. Indeed,
(T {B(a), A(b)})=E(a) and (T,{C(a), A(b)})=E(a)
and | My |=3. Finally, we have Ky, E3A(a).

Inconsistency-Tolerant Semantics = Composite
Modifier + Inference Strategy

We can now define an inconsistency-tolerant semantics by a
composite modifier and an inference strategy.

Definition 1. Let K=(T, A) be a standard KB, o; be a com-
posite modifier and s; be an inference strategy. A query
q is said to be an (o;, s;)-consequence of K, denoted by
Ko, .5,y if it is entailed from the MBox KB (T, 0;({A}))
with the inference strategy s;.

Definition 1 covers the main semantics recalled in the pre-
liminaries section: AR, IAR, CAR, ICAR and ICR respec-
tively correspond to (o1,V),(01,N),{07,¥),{0o7,N) and {o5,N).

Productivity Comparison of
Inconsistency-Tolerant Semantics

We now compare the obtained semantics with respect to pro-
ductivity, which we formalize as follows.

Definition 2. Given two semantics (o;, s) and (o}, s1), we
say that (o;,s;) is more productive than (o;, si), denoted
(04, sk)E(0;, s1), if for any KB K=(T, A) and any query q,
K (or,5)q then K=o, 5,)q

We first pairwise compare semantics defined with the same
inference strategy. For each inference, we give necessary and
sufficient conditions for the comparability of the associated
semantics w.r.t. productivity. These conditions rely on the
inclusion relations between modifiers (see Figure 2).



Proposition 1 (Productivity of N-semantics). See Figure 3.
It holds that (0;,M)E(0;,M) iff 0;Co; or 0;CRro; in a bijec-
tive way.

(R, N) less productive
[(MR, )] [(CR.N)]
(MCMR, M) (MRC, N) more productive

Figure 3: Relationships between N-based semantics

Proposition 2 (Productivity of V-semantics). See Figure 4.
It holds that (0;,¥)E(0;,V) iff 0;Co; or 0;Cgoj in a bijec-
tive way or 0;C0;.

(R,V) = (CR,V) less productive

’(MR,V)E(CMR,V)‘ ](MCR,V)\ ](RC,V)\

(MCMR, V) (MRC, V) more productive

Figure 4: Relationships between V-based semantics

Proposition 3 (Productivity of maj-semantics). See Figure
5. It holds that (o;,maj)C{o;,maj) iff o;Cgo, in a bijective
way or 0;C 0 .

l (MR, maj) = (CMR, maj) ‘ l (R, maj) = (CR, maj)‘ less productive

[(MCMR, maj) |[ (MCR, maj) |[ (MRC, maj) | [{(RC, maj) [iore productive

Figure 5: Relationships between maj-based semantics
Proposition 4 (Productivity of 3-semantics). See Figure 6.
It holds that (0;,3)C(0;,3) iff 0;C go; (in particular o;Co;
or0;Cc0j) or 0;C 05 .

(MCMR, 3) less productive

[(MCR,3)| [(MR,3) = (CMR,3)] [(MRC, 3)]

]

l (R,3) = (CR, 3) H (RC, 3) ‘ more productive

Figure 6: Relationships between 3-based semantics

le—|

We now extend the previous results to any pair of seman-
tics, possibly based on different inference strategies.

Theorem 2 (Productivity of semantics). The inclusion rela-
tion T is the smallest relation that contains the inclusions
(04, Sk)CE(04, Sk) defined by Propositions 1-4 and satisfy-
ing the two following conditions: (1) for all s;, s, and o;,
if s; < sp then (0;,s5) T (05, sp). (2) it is transitive.

Theorem 2 is an important result. It states that the produc-
tivity relation can only be obtained from Propositions 1-4
and some composition of the relations. No more inclusion
relations hold. In particular when s;>>s;, it holds that Vk,VI,
(o, 8i)iL(oy, s;), which means that there exist a query g and

a KB K s.t g is an (o, s;)-consequence of K but not an
(o1, s;)-consequence of K. Note that this holds already for
DL-Litep KBs. Lastly, note that when the initial KB is con-
sistent, all semantics collapse with standard entailment.

Conclusion

This paper provides a general framework for inconsistency-
tolerant query answering. On the one hand, our logi-
cal setting based on existential rules includes previously
considered languages. On the other hand, viewing an
inconsistency-tolerant semantics as a pair composed of a
modifier and an inference strategy allows us to include the
main known semantics and to consider new ones. We be-
lieve that the choice of semantics depends on the applicative
context. In particular, cardinality-based selection allows us
to counter troublesome assertions that conflict with many
others. In some contexts, requiring to find an answer in all
selected repairs can be too restrictive, hence the interest of
majority-based semantics, which are more productive than
universal semantics, without being as productive as the ad-
venturous existential semantics. The productivity relations
studied in this paper provided a criterion to compare dif-
ferent semantics. Rationality properties as well as complex-
ity (which have been studied, but not presented in the pa-
per due to the lack of space) provide other criteria for the
choice of right inconsistency-tolerant semantics. As for fu-
ture work, we plan consider other inference strategies such
as the argued inference, parametrized inferences, etc. We
also want to adapt the framework to belief change problems,
like merging or revision.
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