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Robotics: a wide multidisciplinary field

Impressive developments of
» Sensory motor functions
» Sophisticated platforms
» Achievements in particular in
* Dynamic control
e Motion planning and control
e Simultaneous localization and mapping

e | earning sensory motor functions
by Reinforcement and/or Demonstration




Dynamic Control

[DLR, Munich]

Dynamic Control
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Dynamic Motion Planning

[LAAS, Toulouse]
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Dynamic Motion Planning
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Reinforcement Learning of sensory motor functions
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Helicopter Aerobatics Apprenticeship Learning

[U. Stanford]
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Aerobatics Apprenticeship Learning

Simple linear rigid dynamic models of helicopter
» Learn dynamic models, one for each type of maneuver

¢ Regression from teacher’s demonstrations

* Improvement by reinforcement learning in autonomous flight
» Learn reference trajectories, one for each aerobatic figure

e Expectation-Maximization on teacher’s demonstrations

 Temporal alignment and optimization
» Learn controllers, one for each aerobatic figure

* Differential dynamic programming continuous MDPs solved by
iterative approximation of receding horizon LQR problems
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Robotics: challenges for deliberation functions

» Characterization of a robotics demo
* Type and variability of tasks and environments
¢ Degree of autonomy

» Deliberation: not needed if there is
* No variability
* No autonomy
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[Curiosity, Mars Space Lab, NASA/JPL]

» Complex mission: geology, atmosphere, climate, environment and
bio-environment sciences

» Sophisticated instruments: micro, spectro & telescope, diffraction &
radiation detection, soil sampling and analysis

» Extended motion and long range navigation )




. Motivations
» Mission

* Navigate, map, explore, sample, analyze
e Communicate, control instruments and resources

» Mission specification
* Set of objectives, constraints and choice criteria
* Not a set of executable commands

Motivations

» Mission
* Household services: maintain, sort, clean, cook, etc.
e Support users, help, remind, monitor, etc.

» Interaction
* Complex multimodal dialogue, plan and intention recognition
* Cooperation in task achievement =0,

Y
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[LAAS, Toulouse]




Deliberate action

» Purposeful action
* Planned, intended to achieve some objectives

¢ Pursued for the accomplishment of the robot’s mission

» Computational gap between planning and control models
=> Hierarchy of deliberation functions

» Integrate action to sensory-motor platform and environment
=> Diversity of deliberation functions

Relevance of
current objectives for
achieving mission,
choice and update

Deliberation functions

Active learning to
acquire and improve
models and behaviors

Synthesis of plans: choice
and organization of actions
achieving objectives

Goal Reasoning

Learning
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Planning for deliberate action

» Significant developments in automated planning
o Several orders of magnitude in classical planning performances
e Numerous extensions in representations & reasoning capabilities
» Research challenges
¢ Integration of planning to acting and interacting
* Integration of planning to sensing and observing

» Concurrency of actions and exogenous events
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Planning with timelines on state variables
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» Distributed planning,

coordination by plan merging over shared resources

& 1937 LAas Onas

Multi-Robots Planning

[LAAS-CNRS]
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Multi-Robots Planning

[LAAS-CNRS]
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Manipulation planning

» Holding an object changes the configuration space
=> Composition: motion planning ® task planning
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Multi-Robots Manipulation Planning

[LAAS-CNRS]
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Integration of planning and acting
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From abstract action to commands
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Planning |—>( .y SKill, ... )

Acting |—>< ...,command, ... )

Robot’s hardware
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Planning and acting
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Synthesis of skills achieving an action
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Navigation

[LAAS, Toulouse] 3

» Temporal approaches
IxXTeT-eXeC, IDEA, T-ReX

e CSP based

* Dispatching, plan extension,revision
» Imperative approaches

PRS, RAP, TDL, XFRM, etc.

eFlexbe ™ " o

e Hand-written Cj} = J
» State machine approaches \‘%/\ hl

PLEXIL, Smach, etc. Sk

* More open to V&V Sa7a

o Hand-written i 4‘
» Stochastic approaches (MDP, DBN/DDN, ) [Smach (ROS)]

¢ | earned from experiences or from teaching
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Monitoring

» Role
* Detect predictions - observations discrepancies
e Explain and recognize
* Repair
» Approaches
 Hand-written skills to monitor applicability/maintenance conditions
e Monitor plan invariants

e Synthesize invariants from extended planning problems which
guarantees the plan execution

* Model checking execution traces with LTL
¢ RMPL: Constraint Based Automata + Control programs
o TALPlan: synthesize monitors for its plan
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Temporal Action Logic
for planning and monitoring

[, |fly-to(uav, newx, newy) ~
[t]fuel(uav) > fuel-usage(uav,x(uav),y(uav), newx, newy) —
R([t + 1] hovering(uav) = False) N\
R((t,'] x(uav) = newx Ay(uav) = newy A
fuel(uav) = value(t,fuel(uav)—
fuel-usage(uav,x(uav),y(uav), newx, newy))) A
' —t = value(t, flighttime(uav,x(uav),y(uav), newx, newy))

TALPIlan: order-sorted temporal logic for state-space planning
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Monitoring integrated to TALPlan

» Predictions synthesized from monitor formula and planning
knowledge while planning

e At the action level
o At the plan level : causal relations between actions

[ Yuav.(power(uav) > M —

power < f-M U [ power(uav) < M)
[0,7]110,7/]

» Surveillance of states and sequences wrt monitoring prediction with
incremental formula progression algorithm

» Diagnosis of discrepancies

» Error recovery
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Observing

» Role
* Process signals needed in closed loop servoing

e Detect and structure environment features, recognize,
categorize, link signals to symbols (anchoring)

¢ Predict from sequences of events ongoing situations, plans and
temporal chronicles

» Bottom-up to from signal to symbols
» Top-down to focus attention and trigger observation actions

40




| Observing
» Anchoring problem

* Relate perceptual data and symbolic attribute corresponding to
the same physical object

individual
symbols cup22
/\ percepls
predicate
pred alues = .
symbols {Tei: 1“-’9\9} = :$ [-;.D,zo] pris ?go attributes
= - orange  hue [20,30] X7
S blue  hue [220260][ 777~
X T S T1 .. .
[Orebro Univ.]

e Track anchors overtime anij refine/revise hypothesis

[Linképing Univ.] 41

Perception Engine
» Comprehensive and coherent approach for observing
» Data flow architecture
» Stream based formalism on perception processes:
o primitive, refinement, configuration, mediation processes

* policies over processes,
temporal constraints

» Natural integration to
planning and monitoring,

» Opens V&V perspectives

Helicopter State | Helicopter state Camera State l:l Sensor
Estimation

[Dyknow, Linképing U.]




Deliberation functions

[Linképing U.]
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Goal Reasoning

» Goal Driven Autonomy (GDA), overall mission perspectives
» Higher level monitoring wrt objectives, criteria and constraints
» Discrepancy detector
» Explanation generator
» Goal generator to address new conditions
» Goal manager
* Decision theory: tradeoff between conflicting goalls
e Explicit choice
» Found in large systems (CPEF, DS1)
Function often embedded in acting/monitoring/planning
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Deliberation functions
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Architectures

[CLARAY]
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Deliberation in robotics:
key integrative challenge for Al

» Planning & Acting
» Observing the environment semantics
» Monitoring
» Goal reasoning
» Interacting
» Learning
* Models of the robot and the environment
o Categories
e Functions, skills and behaviors
» Architecture
¢ Specification
* Robust adaptation
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