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Knowledge management is a large multidisciplinary field having its roots in Management and 
Artificial Intelligence. AI brought the way of thinking, knowledge modelling, knowledge 
processing and problem solving techniques. 

Knowledge is one of intangible capitals that influence the performance of organizations and 
their capacity to innovate. Since the beginning of the KM movement in the early nineties, 
companies and non profit organizations have been experiment various approaches, often 
without using AI. 

The objective of this multidisciplinary workshop is to gather both researchers and 
practitioners to discuss methodological, technical and organizational aspects of AI used for 
knowledge management and to share the feedback on KM applications using AI. 
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AI4KM 2012 Invited talk  
Jean Rohmer - Pole Universitaire Leonard de Vinci 
Structured or natural knowledge representation for KM: 30 years of compromises 
between humans and machines 
 
Abstract: 
If we want to provide knowledge management with some artificial intelligence, we must 
achieve contradictory objectives: let humans interact with knowledge in a natural, acceptable 
format -not through formal notations. In another hand, machines can conduct automatic 
reasoning only if they operate on a precise, computable structuration of information. We will 
explore the various proposals in both directions over the past years, and contemplate some 
tracks for the future, taking into account modern hardware, software and practices, like social 
networks. We eventually will propose our own compromise, namely "litteratus calculus" 
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Overview of AI path in USSR and Ukraine. 

Up-to-date Just-In-Time Knowledge 

Concept 

K.M. Golubev  

General Knowledge Machine Research Group 

 

Abstract. This paper contains a short description of AI history in USSR and 

Ukraine. It describes also a state-of-the-art approach to intellectual activity support 

called Adaptive Learning based on the Just-In-Time Knowledge concept. It‘s kind 
of the Artificial Intelligence and Knowledge Management fusion. To obtain more 

detailed information, please visit site http://gkm-ekp.sf.net. 

Keywords. adaptive learning, just-in-time knowledge, general knowledge machine, 
electronic knowledge publishing 

Introduction 

The history of computing and AI at particular in USSR is not widely known. The 

author tries to tell about remarkable people and ideas born in Soviet times in a hope 

that it could be interesting and inspiring. Information is derived from sources publicly 

accessible.  

The author tries also to tell about AI path in the post-Soviet times in Russia and 

Ukraine. The original approach to knowledge presentation and learning developed by 

General Knowledge Machine Group based in Kiev, Ukraine, is described. 

1. Remembering a remarkable Soviet computing pioneer 

http://googleblog.blogspot.com/2011/12/remembering-remarkable-soviet-

computing.html 

 

From Google Official Blog:  

―December 25, 2011  

In many parts of the world, today is Christmas—but in Russia and Eastern Europe, 

which use the Orthodox calendar, December 25 is just an ordinary day. Little known to 

most, however, it‘s also a day that marks the anniversary of a key development in 

European computer history.  

Sixty years ago today, in the Ukrainian capital of Kyiv, the Soviet Academy of 

Sciences finally granted formal recognition to Sergey Lebedev‘s pioneering MESM 

project. MESM, a Russian abbreviation for ―Small Electronic Calculating Machine,‖ is 
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regarded as the earliest, fully operational electronic computer in the Soviet Union—and 

indeed continental Europe.  

Recently we were privileged to get a first-hand account of Lebedev‘s achievements 

from Boris Malinovsky, who worked on MESM and is now a leading expert on Soviet-

era computing.  

Described by some as the ―Soviet Alan Turing,‖ Sergey Lebedev had been 

thinking about computing as far back as the 1930‘s, until interrupted by war. In 1946 

he was made director of Kyiv‘s Institute of Electrical Engineering. Soon after, stories 

of ―electronic brains‖ in the West began to circulate and his interest in computing 

revived.  

  

 
 

Figure 1. Sergey Lebedev* 

Initially, Lebedev‘s superiors were skeptical, and some in his team felt working on 

a ―calculator‖—how they thought of a computer—was a step backward compared to 

electrical and space systems research. Lebedev pressed on regardless, eventually 

finding funding from the Rocketry department and space to work in a derelict former 

monastery in Feofania, on the outskirts of Kyiv.  

Work on MESM got going properly at the end of 1948 and, considering the 

challenges, the rate of progress was remarkable. Ukraine was still struggling to recover 

from the devastation of its occupation during WWII, and many of Kyiv‘s buildings lay 

in ruins. The monastery in Feofania was among the buildings destroyed during the war, 

so the MESM team had to build their working quarters from scratch—the laboratory, 

metalworking shop, even the power station that would provide electricity. Although 

small—just 20 people—the team was extraordinarily committed. They worked in shifts 

24 hours a day, and many lived in rooms above the laboratory.  
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Figure 2. MESM and team members in 1951. From left to right: Lev Dashevsky, Zoya Zorina-Rapota, 
Lidiya Abalyshnikova, Tamara Petsukh, Evgeniy Dedeshko 

 

MESM ran its first program on November 6, 1950, and went into full-time 

operation in 1951. In 1952, MESM was used for top-secret calculations relating to 

rocketry and nuclear bombs, and continued to aid the Institute‘s research right up to 

1957. By then, Lebedev had moved to Moscow to lead the construction of the next 

generation of Soviet supercomputers, cementing his place as a giant of European 

computing. As for MESM, it met a more prosaic fate—broken into parts and studied by 

engineering students in the labs at Kyiv‘s Polytechnic Institute.  

 

*All photos thanks to ukrainiancomputing.org. 

 

Posted by Marina Tarasova, Communications Associate, Ukraine” 
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2. Victor Glushkov – Institute of Cybernetics Founder  

 
 

Figure 3. Victor Glushkov 

Victor Glushkov (August 24, 1923 – January 30, 1982) was the founding father of 

information technology in the Soviet Union (and specifically in Ukraine), and one of 

the founders of Cybernetics. He was born in Rostov-on-Don, Russian SFSR, in the 

family of a mining engineer. He graduated from Rostov State University in 1948, and 

in 1952 proposed solutions to the Hilbert's fifth problem and defended his thesis in 

Moscow State University. 

In 1956 he began working in computer science and worked in Kiev as a Director of 

the Computational Center of the Academy of Science of Ukraine. In 1958 he became a 

member of the Communist Party. 

He greatly influenced many other fields of theoretical computer science (including 

the theory of programming and artificial intelligence) as well as its applications in 

USSR.  

Glushkov founded a Kiev-based Chair of Theoretical Cybernetics and Methods of 

Optimal Control at the Moscow Institute of Physics and Technology in 1967 and a 

Chair of Theoretical Cybernetics at Kiev State University in 1969. The Institute of 

Cybernetics of National Academy of Science of Ukraine, which he created in 1962, is 

named after him. 

3. Nikolay Amosov - Founder of Bio-cybernetic Information Technologies 

―The sphere of interests of outstanding surgeon Nikolai Mihailovich Amosov included 

not only medical problems, but also general human cognition problems. General 

system approach to understanding human nature have been reflected in the scientific 

directions initiated by N.M.Amosov in various areas of cybernetics: modeling of 
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physiological functions of human organism (physiological biocybernetics), modeling of 

cognitive and psychological human functions (psychological biocybernetics), modeling 

a man as a social creature (sociological biocybernetics). All these research directions 

have been represented in the Department of Biocybernetics founded in the Institute of 

Cybernetics by V.M.Glushkov and N.M.Amosov in 1961. Nikolai Mikhailovitch 

Amosov was the scientific leader of the Department since 1988.  

In 1964 Nikolai Mikhailovitch Amosov formulated a hypothesis on the 

information processing mechanisms of the human brain. Within this hypothesis he 

expressed his system-level observations on the brain's structure and the mechanisms 

that are made operational by a human's mental functions. Of principal importance was 

the fact that it was not the separate structures, mechanisms or functions (such as 

memory, perception, learning and so on) that became the simulation object, but the 

brain of the human as a social being - the brain of homo sapiens. Such was the main 

idea of the monograph "Modeling of Thinking and of the Mind ", published in 1965, 

which for a couple of decades became the bible for several generations of Department's 

researchers (and not only for them). 

The ideas, which N.M.Amosov put forward in his book "Modeling of Thinking 

and of the Mind " were further developed in his subsequent works ( "Modeling of 

Complex Systems ", "Artificial Intelligence ", "Algorithms of the Mind ", "Human 

Nature "). 

On a theoretical level, two main features characterize the research of Amosov 

School. 

The first feature is that not an individual neuron, but a set of neurons organized in 

a particular way - neuron assembly - is considered to be the core functional element of 

a neural network, its "principal character ". Given this, the neural network appears now 

as a structure consisting of a multitude of interacting assemblies, each of which 

corresponds (and this is a very important point) to some individual image or concept 

out of a set of images and concepts that participates in forming integrative mental 

functions realized by the brain. That is, this set participates in the thought process. Thus 

the neural network turns out to be a network with semantics (a special kind of a 

semantic network). The origins of the present approach can be traced to the early works 

of a well-known physiologist D.Hebb, whose main study was published as early as in 

1949.An important characteristic of this kind of network is that all of its elements at 

any point in time are active to some degree. The magnitude of this activity varies in 

time, reflecting the interaction of concepts represented by the network's nodes.  

The second feature of Amosov school research concerns the introduction of the 

notion of a specific system for reinforcement and inhibition (SRI) to scientific use. This 

system is an integral neural network attribute, and in network functioning it plays a role 

comparable to that of functions of attention in the thought processes. The idea of SRI is 

entirely original. Using this system allows to introduce a direction component into 

neural network information processing, and, what is very important, to use value 

characteristics of information in organizing this processing.‖ 

Dr.Alexander Kasatkin, Dr.Lora Kasatkina  

International Research and Training Center of Information Technologies and 

Systems of National Academia of Sciences of the Ukraine  

6



4. Dmitry Pospelov- Founder of Russian Artificial Intelligence Association 

Dmitry Pospelov was born on 19.XII.1932 , Moscow. 

Technical Sciences Doctor, Professor, Member of Russian Academy of Natural 

Sciences (10.X.1990). 

Graduated from Lomonosov Moscow State University,  as a Computational 

Mathematics specialist.  Head of Artificial Intelligence Problems Department at the 

Computer Center of Russian Academy of Sciences named after A.A. Dorodnitsin. 

Head of  International UNESCO Artificial Intelligence Laboratory. Head   of 

―Intellectual Systems‖ division of Russian Academy of Sciences.  

Founder of  Russian(Soviet) Artificial Intelligence Association (www.raai.org). 

From:  From Universal Scales to Systems of Communicating Contextual Systems 

by Irina Ezhkova 

http://posp.raai.org/data/posp2005/Ezhkova/ezhkova.html 

―It was more than four decades ago when Dmitry Pospelov began his inspiring 

study of the Semiotic Systems, Situated Logics, Universal Scales and Spaces. His 

interest in psychology and neurology, in mathematical logics and fuzzy sets, in 

linguistics and behavior sciences had been stimulated the blossoming tree of a broad 

Russian school of AI. His typical way of approaching constructive model was 

formalized as a cortege, or train (or even a simple list) of elements, each of which then 

may be represented well in a traditional way. This reflected his original flexibility, 

profound vision and interdisciplinary views. 

His intuition was deeply based on a belief that Osgood scales and related spaces 

may lead to a better understanding of semantically grounded systems. This finally has 

lead to a discovery and development of the Universal Scales. Latter research in this 

direction allowed development of the unified integrating framework for modeling a 

diversity of cognitive and complex real phenomenon. The basic principles of Cognitive 

Relativity, Rationality and Clarity were crystallized to underline this direction of the 

Russian school of thought. It became clear that both views can be integrated on the 

basis of these principles. The mathematical theory of Systems of Communicating 

Contextual Systems is based on recursive mechanisms of theorem proving and 

constraints recognition and satisfaction, the first elements of which were also 

developed in 1974-1978 under the supervision of Dmitry Pospelov, and in a productive 

collaboration with other Russian mathematical schools such as of Prof. Maslov and of 

Prof. Kotov. 

The Contextual theory of Cognitive States and the Systems of Communicating 

Contextual Systems (C2S) suggest a unified framework for modeling life-cycles of 

patterns, representations, and of possible ways of their construction, generation, 

interaction and transformation. This framework allows modeling complex center-

activated or distributed self-organizing phenomenon, which may have centered or 

distributed cognition. It allows invention of a new kind of AI systems, Evolutionary 

Evolving Intelligent Systems (EI), which are based on what we call by λ-Intelligence, 

and which are principally open and flexible, continuously learning, self organized, 

cognitively tailored and collectively adaptive systems ‖.  
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5. Mikhail Livanov - Spatial Organization of Cerebral Processes Research 

http://www.amazon.com/Spatial-Organization-Cerebral-Processes-

Livanov/dp/0706515145/ref=la_B001HPVRUY_1_1?ie=UTF8&qid=1343818847&sr=

1-1 

Born on 7(20).10.1907, Kazan, Soviet physiologist, member of USSR Academy of 

Sciences (1970). Graduated from Kazan State University (1931). Head of laboratory at 

Institute of Higher Nervous Activity and Neurophysiology of Academy of Sciences 

From: [The phenomenon of spatial synchronization of the brain potentials in a 

broad frequency band 1-250 Hz] 

http://lib.bioinfo.pl/paper:18064890 

―The article dedicated to the centenary of academician Mikhail Nikolaevich 

Livanov briefly outlines the history of development of his original concept of the 

functional significance of the brain potential's spatial synchronization phenomenon as a 

possible way of studying systemic organization of the brain electrical activity. The new 

parameter of "space" introduced into neurophysiology by M. N. Livanov made it 

possible to research the earlier unknown aspect of the brain activity. Livanov's ideas 

have been developed in many studies of the late decades of the XX century. In the 

review, much attention is given to specific functional significance of this phenomenon 

in a broad frequency band 1-250 Hz, especially, during instrumental learning. Energy 

(power spectra) and coherent-phase characteristics of cortical potentials in traditional 

(1-30 Hz), gamma-(30-80 Hz) and high-frequency (80-250 Hz) bands are compared. 

The problem of linear and nonlinear processes in the organization of the brain 

potentials is mentioned.‖ 

6. General Knowledge Machine Research Group 

General Knowledge Machine Research Group was founded in 1986 in Kiev, Ukraine, 

as informal institution by mathematicians and IT experts. It counts 11 members 

including sponsors, developers and thinkers. The author of paper has generated initial 

ideas, coordinates activities and plays all roles needed for the show. 

6.1. LEARNING 

Exams: 

Prof.: You are looking very worried. Any problems with exams questions? 

Stud.: Oh, no! Questions are OK. It is the answers that I worry about. 

6.2. Traditional learning 

Traditional learning is based on a linear process, when students must learn all proposed 

knowledge, topic by topic. After that students must pass exams to get 

acknowledgement from professors that knowledge is in their minds. Initial time of 

learning is very big, usually up to 17 years (school + university). There are many 

exams, sometimes very difficult, having significant influence on the life of students. 
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But all this very hard work does not guarantee that students have all or even greater 

part of knowledge needed to solve problems which arise in their post-school activity, in 

the real world life.  

6.3. Adaptive Learning 

Adaptive Learning is based on a concept called Just- In-Time Knowledge (JIT-

Knowledge). Total amount of external sources of knowledge, even in the specific areas, 

becomes greater all the time. It is not possible, taking into account limitations of human 

brain, to learn it with Traditional Learning, topic by topic. It means that in reality 

significant part of knowledge is not used by anyone, and many problems are not solved 

because no one learns needed knowledge. The Electronic Knowledge Publishing based 

on General Knowledge Machine power, called GKM-EKP technology, allows to find 

and to learn knowledge relevant to existing problems.  

Table 1. Comparison of AI Expert Systems and Electronic Knowledge Systems 

AI Expert Systems Electronic Knowledge Systems 

Intended to replace human experts 

 

Intended to assist human intellect 

Based primarily on mathematics 
 

Based on neurophysiology, psychology,  
knowledge management theory and mathematics 

 

It is practically impossible to  
transform directly external knowledge 

 sources to expert systems 

 
Based on the decision rules concept 

 

 
It is relatively hard work to incorporate  

an expert system into other information  

systems due to sequential nature of data 
 input and output 

 

It is practically impossible to use expert 
systems for learning, because they are not 

based on human knowledge 

 

It is further advancement of a traditional publishing – 
 external knowledge sources (books, articles etc)  

may be transformed into e-knowledge systems . 

 
Based on the general knowledge concept using  

approach developed by Academician of USSR M.N.Livanov 

 
E-knowledge system may be easily incorporated into any 

 kind of information system due to support of wide range of 

data input and output sources 
 

 

It may be used for Adaptive Learning applications, based on 
the Just-In-Time Knowledge concept 

 

6.4. Steps of intellectual activity 

Following Mr. Sherlock Holmes, we can describe steps of expert‘s activity: 

 Observation 

 Producing propositions, based on a knowledge 

 Elimination of impossible propositions 

 Selection and verification of the most appropriate propositions 

 

Thus, if we want to help human intellect, to make it more powerful and more 

creative, we should make a knowledge machine which could assist during these steps. 

Let‘s name demands to such a machine. 
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6.5. 11 demands to Knowledge Machine 

Step 1 - Observation. 

1. A knowledge machine should have maximum possible information about a case 

before a judgment. 

 

Step 2 - Producing propositions, based on knowledge. 

2. A knowledge machine should possess maximum possible knowledge in a sphere 

of implementation. 

3. A knowledge machine should possess no excessive knowledge, should have 

nothing but the tools which may help in doing work. 

4. Getting indication of the course of events, a knowledge machine should be able 

to guide itself by other similar cases which occur to its memory. 

5. A knowledge machine should have an ability to take into account not only 

descriptions of situations in its memory but results as well, providing a possibility to 

reconstruct a description from a result, i.e. if you told it a result, it would be able to 

evolve what the steps were which led up to that result. 

6. Possessing information about the great number of cases, a knowledge machine 

should have an ability to find a strong family resemblance about them, i.e. to find 

templates of typical cases. 

7. A knowledge machine should have an ability to explain the grounds of its 

conclusion. 

8. A knowledge machine should arrive at the conclusion for a few seconds after 

getting a description of case.  

9. A knowledge machine should focus on the most unusual in descriptions of 

situations. 

 

Step 3 - Elimination of impossible propositions 

10. A knowledge machine should have an ability to point out all impossible 

propositions. 

 

Step 4 - Selection and verification of the most appropriate propositions 

11. A knowledge machine should estimate a level of a confidence of its 

propositions. 

 

We think that there are many possible solutions for estimation, but we developed 

our own Proposition Value Index, based on idea of member of USSR Academy of 

Science M. N. Livanov from Russia that the essence of memory associations is a 

spatial-temporal coherence of narrow-band periodical oscillations of central neurons 

sets activity (see [3]). 

6.6. AI expert systems and neural networks 

Expert system, as we understand, is based on the idea of decision tree, when, with 

every answer to a program's question, a direction of moving through a tree changes 

until a final leaf (decision) will be reached (see [1]).  
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 So not all possible questions will be asked, and not maximum information will 

be received.  

 The key elements are decision rules, but no knowledge itself. Not a word 

about the thousands of other similar cases, about typical cases. 

 As we see, expert systems originally were designed to be deduction machines. 

But it is not very reliable to entrust to machine deciding what is absolutely 

impossible. We think that more fruitful approach is to show what reasons to 

consider some hypotheses as impossible. And only man should make the final 

decision. 

It is not amazing that development and implementation of a successful expert 

system is very hard work, because experts cannot think, as a rule, in terms of decision 

trees, and the mathematical theory of probability have a little in common with a feeling 

of a confidence of an expert. 

 

Neural network is based, as we know, on the idea of teaching of set of elements 

(neurons), controlling conductivity between them (see [2]). Teaching is going under 

control of expert, which defines whether attempt is successful. This is more merciful 

towards expert - nobody is trying to make him feel himself deficient asking: what is the 

probability of this conclusion when that parameter's value is present. But there are 

some difficulties, not outdone yet.  

 A neural network is oriented on decision rules rather than on knowledge itself. 

So there are no thousands of other similar cases in memory of neural network. 

 A neural network cannot explain reasons of own conclusion in terms that 

people can understand. So it is very hard to verify its activity and, therefore, to 

believe. 

 

An expert system is an example of a 'top-down' approach when particular instances 

of intelligent behavior selected and an attempt to design machines that can replicate 

that behavior was made. A neural network is an example of 'bottom-up' approach when 

there is an attempt to study the biological mechanisms that underlie human intelligence 

and to build machines, which work on similar principles. 

GKM-EKP technology is based on principles uniting both ‗top-down‘ and 

‗bottom-up‘ approaches. 

6.7. Results 

The set of tools called General Knowledge Machine (GKM) was developed providing 

intelligent e-knowledge base engine for any kind of knowledge-based applications, 

supporting effective knowledge presentation, precise knowledge search, adaptive 

learning and immediate consulting. GKM could be used for a creation of effective 

knowledge-based applications called e-knowledge systems. Early versions of GKM 

were developed for UNIX, MS-DOS, Windows operating systems. The latest version 

supports all platforms of GNU compiler options (any Windows, Linux, Unix ...). 

There are working products which can be presented to experts in corresponding 

areas.  

Products were tested in various environments – business, medicine, arts. Papers 

were published in Russia, Italy and UK. The work was featured in the 2006-2007 

Edition of the Marquis Who's Who in Science and Engineering as a pioneer research. 
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6.8. Conclusion 

Some people say about a crisis of Artificial Intelligence. But is this crisis of human 

intellect? Of course, no. May be it‘s a crisis of human self-confidence. In the beginning 

there were many promises to built machines more intelligent than people. And those 

machines should use advanced principles of work, much better than obsolete human 

intellect (see [5]). Instead of help to human intellect there were attempts to replace it. 

But those, who read works of academician V. Vernadsky from Ukraine ([6]), E. Le 

Roy ([7]) and P. Teilhard de Chardin from France ([8]), know that the main result of 

evolution on Earth is a creation of Noosphere - a sphere of intellect. And, in this case, it 

is very interesting what can be called an intellect, but is based on other principles than 

developed by evolution?  

References 

[1]  J.L.Alty and M.J.Coombs. Expert systems. Concepts and examples. The National Computing Centre 

Limited, 1984. 

[2]  Geoffrey E. Hinton. Learning in parallel networks. Byte. By McGraw-Hill, Inc., New York, 1985. 
[3] M. N. Livanov. Spatial Organization of Cerebral Processes. John Wiley & Sons: Chichester. 1977 

[4] K. M. Golubev. Adaptive learning with e-knowledge systems. Inderscience Enterprises Limited, UK, in 

IJTM, Vol. 25, Nos.6/7, 2003 
[5] Roger Schank, Larry Hunter. The quest to understand thinking. Byte. By McGraw-Hill, Inc., New York, 

1985 

[6] Vladimir I. Vernadsky. The Biosphere. tr. David B. Langmuir, ed. Mark A. S. McMenamin, New York, 
Copernicus, 1998 

[7] E. Le Roy. Les origines humaines et l'evolution de l'intelligence. Paris, 1928 

[8] P. Teilhard de Chardin. La place de l'homme dans la nature. Éditions du Seuil, Paris, 1956. 
 

12



From Community Memories to Corporate Memory 
Galarreta Daniel

1
 and Rivière Pascale

2
  

ABSTRACT 

In this paper we sketch a solution to the cohabitation – and the 

collaboration – of two types of memory: community memories on 

one side and a corporate memory on the other. In practice we will 

consider communities of practice such as the 19 CNES Technical 

Competence Centres (CCT) and a corporate memory such as the 

one which is today managed by CNES. We will identify 

characteristic features that distinguish communities of practice 

from the overall company: size, homogeneity, temporality, dialects, 

tools, and ethics. We will show that the articulation of these two 

types of memories elucidates their necessary connection. This 

connection will as well offer the end-user a natural and simplified 

access to his/her knowledge. We will illustrate this point with a 

concrete case at CNES. And last, we will argument how this 

mutual visibility, opens promising perspectives to innovation 

processes. 

1 INTRODUCTION 

According to G. Van Heijst & al [1]: “a corporate memory is an 

explicit, disembodied, persistent representation of the knowledge 

and information in an organization''. This definition deliberately 

restricts the form of the corporate memory since the goal pursued is 

to investigate how computer systems can be used to realize 

corporate memories. In view of this, any piece of knowledge or 

information that contributes to the performance of an organization 

could (and perhaps should) be stored in the corporate memory.  

However, this approach tends to underestimate both the questions 

of how to use it efficiently and how to organize it to achieve its 

goal viz. “contribute to the learning capacity of organizations” [1]. 

Indeed the authors note that “one of the  most difficult issues, is 

that there is a need for a method that structures knowledge at the 

``macro level'' (the level of knowledge items)” 

Other definitions of corporate memories insist upon the role 

played by the actors, and one may sustain that the memory of a 

group, insofar as it includes knowledge, cannot extend outside the 

group of actors that interact or share a common practice. 

Therefore, one may question the fact that there really exists such a 

thing as corporate memory, except in the form of “an explicit, 

disembodied, persistent representation of the knowledge and 

information in an organization''. 

We will show that not only the articulation of community 

memories with a corporate memory solve the  issues that G. Van 

Heijst & al noted, but also elucidate the necessary connection of 

these two sorts of  memory. This connection will also offer the 

end-user a natural and simplified access to his/her knowledge.  

We will start by describing the Genealogy of community 

knowledge: the social frameworks of the memory (ch. II) then we 

will describes the Information-loaded objects for working 

communities (chap. III), in Chapter IV we will provide a criticism 

of the familiar notions of data, information knowledge; in chapter  

V we turn to Practical Consequences that we will illustrate with a 

concrete case at CNES; in chapter VI, we define corporate 

memories in this context. We will end this paper by final remarks 

and a conclusion (chap. VII). We will argument how these mutual 

visibilities between these two kinds of memories, opens promising 

perspectives. 

2 GENEALOGY OF COMMUNITY 
KNOWLEDGE: THE SOCIAL 
FRAMEWORKS OF THE MEMORY 

Maurice Halbwachs, observed that the groups that an individual 

belongs to, afford him/her the means for remembering facts or 

events that once happened to him/her. 

But he stressed that this efficiency depends upon the fact that the 

individual agrees with those means and adopts at least temporarily, 

the way of thinking of those groups. [2] 

Concerning the issue of a collective memory, M. Halbwachs went 

even further. It is not only sufficient to posit and observe that while 

remembering, individuals always use social frameworks. As far as 

a collective memory one must use the group as its reference. But 

the two aspects are closely related: one can say that an individual is 

remembering something by adopting the point of view of the group 

or conversely the memory of a group is implemented through 

personal memories [2] 

These observations, provided we admit them, seem to be 

corroborated by the long term existence of groups dedicated to the 

transmission of knowledge and know-how, such as those that 

formed for instance, during the Middle-Ages, in France, the system 

of companionship. A prescription for the shoesmakers of Troyes in 

1420 is mentioned where “several companions and workers of this 

trade, of several languages and nations, came and went from town 
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to town working to learn, know, see and update their knowledge 

from each other”3 [3] 

In 1991 Jean Leave and Etienne Wenger met the position of 

Maurice Halbwachs by contesting the fact that learning is the 

reception of factual knowledge and information and proposing that 

learning is a process of participation in communities of practice 

[4].  

Etienne Wenger [5] asserted that “we all belong to communities of 

practice. At home, at work, at school, in our hobbies – we belong 

to several communities of practices at any given time. And the 

communities of practice to which we belong change over the 

course of our lives. In fact, communities of practice are 

everywhere” [5]. 

Despite that acceptation, “Community of practice” usually receives 

the restricted meaning of “a group of people who share a craft 

and/or a profession”. It is formalized in the sense that it is 

dedicated to knowledge sharing, and although you cannot contrive 

or dictate its aliveness, it is recommended to “cultivate” it [6]. 

This restricted view –although valuable – of the original 

conception leaves outside situations where knowledge sharing is 

not the first aim of the group and there is no such thing as 

‘cultivating aliveness’.  

In other words, it leaves outside “working communities”, such as 

the communities the existence of which is justified by the tasks or 

missions they are assigned to, and depends on the high skills of a 

few experts and/or senior experts. 

3 INFORMATION-LOADED OBJECTS 
FOR WORKING COMMUNITIES 

In order to characterize the way a working community produces 

and maintains its community memory, we must refer again to both 

the arguments of J. Lave and E. Wenger on one side and M. 

Halbwachs on the other.  

3.1 From Wenger we learn that:  

1) Knowledge is a matter of competence with respect to valued 

enterprise – such as singing in tune, discovering scientific facts, 

fixing machines, writing poetry, being convivial, growing up as a 

boy or a girl, and so forth. 

2) Knowledge is a matter of participating in the pursuit of such 

enterprise, that is, of active engagement in the world. 

3) Meaning – our ability to experience the world and our 

engagement with it as meaningful – is ultimately what learning is 

to produce. 

As a reflection of these assumptions, the primary focus of this 

theory is on learning as social participation. Participation here 

refers not to just local events of engagement or certain activities 

with certain people, but to a more encompassing process of being 

an active participant in the practices of social communities and 

constructing identities in relation to these communities”.  

3.2 From M. Halbwachs we learn that: 

The individual identities that we assimilate to individual memory 

“depend upon the fact that the individual agrees with those means 

and adopts at least temporarily, the way of thinking of those 

groups”. We do believe that these means are more than conceptual 

entities, but are materialized in the form of cultural objects – 

including technical objects. During their lifetime human 

communities produce these cultural objects which receive their 

value and identity through usage and interpretative processes [2]. 

In turn, these cultural objects by the dependences they mutually 

contract and the means they require to be processed, provide and/or 

reinforce the identity of the community that interpret and process 

them. 

Therefore, a community can be assimilated to the cultural 

objects it contributes to produce, interpret and process. Of course 

such an assimilation is legitimate provided we extend the 

acceptation of cultural object to elements as various as documents, 

databases or social activities and interaction. [1] With this 

definition, memory should be better considered as a (collection of) 

interpretative process(es) adapted to a collection – a deposit – of 

cultural objects rather than an information storage technology. The 

shape this collection takes depends on the way these cultural 

objects sediment, that is to say, the history of the community itself. 

The way of thinking of those groups mentioned by M. 

Halbwachs, is related to what one usually defines as the point of 

view currently admitted by those groups. 

Using this simple notion of “point of view”, it is possible to give a 

better insight of what we define as “cultural” or “information 

loaded” objects. We will then refer to apparently familiar notions 

such as data, information and knowledge.  

4 DATA INFORMATION KNOWLEDGE: 
CRITICISM OF FAMILIAR NOTIONS 

Depending on the working community that we consider, the 

“cultural” – or technical – objects may be as different as: 

 A traveling-wave tube (TWT)  or  traveling-wave tube 

amplifier (TWTA) or antenna – in Radio frequency (RF) 

spectrum and Radio Communication domain, 

 Fuse cord, explosive bolt or ignition charge – in Pyrotechnics 

domain. 

The descriptions – or views – we can give of them can range 

from simple information to a true piece of knowledge and are 

almost always complemented with a particular kind of description 

that we called data. 

We will therefore extensively discuss these notions in this chapter, 

since they condition the way we imagine to store, share, or 

preserve access to the memory – of the objects – of one working 

community. First of all, let us consider the usual distinction 

between data, information and knowledge. 

Data: (from Wikipedia) can be defined "as being discrete, 

objective facts or observations, which are unorganized and 

unprocessed and therefore have no meaning or value because of 

lack of context and interpretation."[7]  

Alternatively, (Wikpedia suggests [8]) data can be viewed either 

as "sensory stimuli, which we perceive through our senses"[8] or 

"signal readings", or as symbols. In the latter case , "symbols",[8] 

[8] or "sets of signs […] represent empirical stimuli or 

perceptions",[8] of "a property of an object, an event or of their 

environment"[8]; Data, in this sense, are "recorded (captured or 

stored) symbols", including "words (text and/or verbal), numbers, 

diagrams, and images (still &/or video), which are the building 

blocks of communication", the purpose of which "is to record 

activities or situations, to attempt to capture the true picture or real 

event. 

E.g.: 37.5 ° C 
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Information: can be defined as an interpretation of data or their 

meaning in a given context.  Nuances can be introduced according 

to the precise definition of the data that is adopted. 

E.g.: the temperature of the patient is 37.5 ° C. 

Knowledge:  is related to the way data and information are 

combined in order to attain a given goal while satisfying epistemic 

principles such as rationality principle or a truth principle provided 

by experience, reasoning or even faith.  

E.g.: If the temperature of the patient is above 37.5 ° C, he has 

fever. 

Are these definitions satisfying? They are, to the extent we need 

to provide a meaning to the corresponding terms in order to 

distinguish between them. However they are not always adequate 

in situations where management operations such as “data 

preservation”, “knowledge transmission” or “knowledge 

preservation” are needed. The reason is that the above definitions 

rest on intuitions or a scientific culture that are not always adapted 

to the practical needs we mentioned.  Let us clarify this issue.  

The study of the conditions of knowing, in general, constitute an 

important branch of philosophy, epistemology. It includes in 

particular, the philosophy of sciences as a sub-branch. If we restrict 

to that “sub-branch”, it is admitted to consider that any well-

formed theory starts from raw material – its object – that 

constitutes its first level. Then this theory produces a description of 

this material. That description constitutes the second level of the 

theory. Its third level defines its descriptive concepts and 

constitutes the methodology level of the theory. Its last level is the 

epistemological level. On this level, the soundness of the 

methodology is criticized and verified by testing its coherence and 

by measuring its adequacy with respect to the description, 

moreover and among other things; description discovery 

procedures must be evaluated [9]  

Clearly the notions of data and information correspond to the 

epistemological level (and not to the methodology since “data” and 

“information” do not correspond to descriptive concepts – except 

in information theory). For instance, concerning data (as facts), the 

article already quoted from Wikipedia specifies: “Insofar as facts 

have as a fundamental property that they are true, have objective 

reality, or otherwise can be verified, such definitions would 

preclude false, meaningless, and nonsensical data from the DIKW” 

This formulation is clearly an epistemological statement 

concerning data, and moreover, corresponding to a positive 

epistemology. 

Since Information is concerned by the condition of interpretation of 

data, it is also related to the epistemological level. 

Knowledge, as it was defined above, is almost a rephrasing of the 

definition of the epistemological level itself.  

In short, the definition of data, information and knowledge, 

corresponds to the definition of an epistemology, but let us 

underline that it does not correspond to any possible epistemology. 

We noted for instance that data – as facts – correspond to a positive 

epistemology, namely a conception of science that is well suited 

for classical physics. However, we know that within other 

scientific domains such a conception is not relevant: for instance 

for quantum physics, or in the study of living organisms, or in the 

domain of social and human sciences. 

It is not the intention of this paper to further develop this issue, 

but it is now easier to admit that these usual definitions of data, 

information and knowledge we recalled, are not really suited for 

practical knowledge management even if they sound so. The 

reasons have been already given: as long as we situate ourselves 

within the domain of classical sciences, there are no objections to 

these definitions. As soon as we turn to social or human sciences or 

practices these definitions are not useful except for their rhetorical 

virtue to convince that the three notions should be distinguished. 

For instance there is no serious reason to sustain that the 

complete work of Balzac, the Human Comedy – La Comédie 

humaine – corresponds more to information than to data or to 

knowledge.  

The “Comédie humaine” consists of 91 finished works (stories, 

novels or analytical essays) and 46 unfinished works (some of 

which exist only as titles) (source wikipedia [10]): Can be viewed 

as data for a thematic analysis of Balzac works when supported by 

computer. For instance in [11] Th. Mézaille, using the program 

developed by E. Brunet, Hyperbase, to analyse the meaning of joy 

in Balzac’s works. Can be viewed as information about French 

society in the period of the Restoration and the July Monarchy 

(1815–1848) ([10]): Viewed as a knowledge about speculation and 

finance in the 19th century in a thesis such as “A Fever of 

speculation, narrating finance in the Nineteenth-century novel” 

thesis by Tara McGann[12]. 

Even in the case of physical entities, it would be difficult to 

sustain that a piece of data such as: “the temperature is 37.5 °C”, 

does not involve any knowledge about what the “temperature” is.  

This knowledge necessarily includes the fact “°C” meaning 

“degrees Celsius”, that 37.5° C is above 0°C which is defined as 

the freezing point of water but is under 100 °C which is defined as 

the boiling point of water. This knowledge may extend to the fact 

that these bounds are defined with respect to the atmospheric 

pressure at mean sea level. Therefore this temperature could not 

characterize elements belonging to cryogenics, nor to solar physics. 

All the above analyses and criticisms, hinge upon the fact that the 

distinction between data information and knowledge depends upon 

the viewpoints that are applied to what Peter Stockinger [13] calls 

information-loaded objects, or that can be also called “signifying 

objects”: 

An arbitrary and limited list of examples of such information-

loaded objects could be: 

 Written documents (memos, meeting minutes, requirements 

documents, reports, contracts, norms, text-books, ...) 

 2-D, 3-D formalized representations (organograms, work 

breakdown structures, Gantt and Pert modelling of a planning, 

mind map, UML representations, electric schemes, architecture 

plans, 3D virtual models of a physical equipment, …) 

 Images (analogic signal representations, pictures, drawing, 

satellite images, …) 

 Video images 

 Sound recordings 

 Oral discourses 

 Bodies in nonverbal communication (individual and collective 

manners to use one’s body cf. [14]) 

 Tools and/or Interfaces of those tools (machine tools, vehicles, 

…) 

 Architectural implementation of a building 

 Urban organization of a plant, of a city 

Therefore, the distinction between data, information and 

knowledge must not be attached to the nature of these information-

loaded objects.  The distinction should be more adequately based 

upon the interactions of the viewpoints upon these objects as 

simply as that: 
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 Whenever there is a confrontation  between viewpoints, a view 

about an information-loaded object corresponds to a piece of 

information 

 Whenever this confrontation evolves toward a negotiated 

agreement, a view about the object corresponds to a piece of 

knowledge  

 A piece of data corresponds to a view of the object from just 

one viewpoint when other possible interactions are suspended. 

- (Precisions about these questions can be found, for instance in 

[15]). 

One could wonder about the existence of an object considered as 

information-loaded objects – signifying objects – outside the 

existence of views (of this object) in the form of pieces of 

information, knowledge, or data. Such an issue will not be 

developed here ([15] for this). However from the position we adopt 

here, we want to identify the views this object with the object. 

More precisely, as far as a minimum of shared visibility of this 

object between their potential users is required in order for those 

users to agree about a common identity, then we admit that a 

minimum of agreed views – about this object – must be formed by 

the users.In the following, we designate these agreed views as a 

knowledge object. 

5 PRACTICAL CONSEQUENCES 

Let us consider the case of the working community that has been 

identified during the knowledge transfer between a senior expert (J. 

Sombrin) in the Radiofrequencies domain and other colleagues 

(often young) belonging to the department of Radiofrequencies at 

CNES – the French space agency. The phrase working community 

receives here the acceptation we gave above, namely as “the 

communities the existence of which is justified by the tasks or 

missions they assigned to, and depends on the high skills of a few 

experts and/or senior experts”. 

This knowledge transfer was justified by the retirement of the 

expert. It had been identified that most of his expertise was crucial 

for the department and colleagues, specialists in that domain. A 

mapping of his knowledge was performed:  a survey of the 

information, knowledge and competencies held by the senior was 

done, then an assessment of their criticality with respect to the 

tasks to be performed and the fact that no redundancy was 

available. This mapping was done concurrently both by the senior 

expert and the specialists. During this process a common view of 

the organization of the knowledge of the domain from the points of 

view of processes, content, and technology. 

By doing that, mapping reveals a working community that 

potentially exists. It actualizes – concretizes – a community that we 

can suppose rests upon oral practices of communication. By doing 

that, mapping offers an “information-loaded object”, namely a 

map, that results from the negotiations between the different 

viewpoints involved – the senior expert and his colleagues. This 

map corresponds for each point of view to a visible knowledge 

object. 

Thanks to that knowledge object, the map, the organization – the 

CNES, in the considered example –, then becomes aware of the 

necessity of building a tangible representation of a working 

community which will correspond to the existing one. Ideally this 

representation should enable the existing community to share the 

same technical objects as well as the same knowledge – and know-

how – and perform the same usual tasks as well as the tasks to 

come in the future. 

The current natural tool of the promotion of the information is the 

Internet/intranet technology. Using the available tools in CNES in 

order to supply the community with such are-presentation seems 

rather natural. It was then suggested – in our Radiofrequencies case 

– to use the collaborative environment provided by the Livelink 

solution (an Open Text product) which is available to us. 

Insofar as we adopt the view that a “community can be 

assimilated to the cultural object it contributes to produce, interpret 

and process” (see above) two lines of solution are available to us – 

and may be combined –: 

 either we make already existing cultural or knowledge objects 

visible for an existing and corresponding community 

 or we propose new cultural or knowledge objects that can be 

identified as acceptable translations or transpositions of 

original existing objects, and satisfy a visibility condition. 

In any case, a community must be able to self-identify itself thanks 

to those knowledge objects. Besides that, other existing 

communities must be able to identify that community thanks to few 

or many shared knowledge objects. Such existing communities 

may be for instance:  

 Centres of technical competencies – Communities of Practices 

that were created by CNES 

 Research communities or organizations such the Scientific 

National Research Centre (CNRS) 

 Corresponding communities in industry  

The sharing of knowledge objects between communities is limited 

by the understanding that one community can have of the 

knowledge objects of another community. As we pointed out 

above, the knowledge objects depend on the interactions that the 

different points of view may have all together. Therefore, the more 

one community have interactions with another community, the 

higher the probability for both communities to share knowledge 

object. 

Conversely, as soon as we turn to communities that have few 

contacts with one of the preceding communities, the sharing of 

common knowledge objects tend to rarefy.  

The interactions of points of view that produce knowledge objects 

are not restricted to inter-community interactions. They also 

concern intra-community interactions. If these objects of 

knowledge form quite a coherent and understandable collection for 

the community at a given time and if they are highly dependant 

upon that time, their sustainability depends strongly on the 

continuity of the community in time. A significant change within 

this community for various reasons (change of place, organization, 

people) can cause the loss of the understanding of these objects of 

knowledge. 

In the definition we adopt for a working community, we 

underline the fact that its existence depends on the high skills of a 

few experts and/or senior experts. In the case we considered that 

community hinge on J. Sombrin an internationally renowned expert 

in relation with other experts in the Radiofrequencies domain. In 

other words the members of such a community need to recognize 

their peers – and may be leading ones. If the number of people 

increases it is questionable if the notion of “working community” 

is still applicable in this new situation. Even if it is difficult to 

assign a limit to the size that such a community should not exceed, 

in order to deserve its original qualification, such a limit exists. 

Does any community exist beyond that limit – the value of which 

may depend upon the domain? Very likely the answer is yes.  

Let us remember that the general definition of a community we 

adopt is as above: a community can be assimilated to the cultural 
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objects it contributes to produce, interpret and process. The 

increase of the size has a direct impact of the range of knowledge 

objects that the individuals are forced to refer to in professional 

transactions in order to carry out their project. That is to say an 

impact on their strategies of communication.  

We admit here that the scientific and technical concepts that 

experts normally use in the course of their activity, do not depend 

on the size of the concerned community: strictly speaking their 

specialised language (or language for specific purpose – LSP), 

does not depend on that size. It is the way that this community is 

organized and names the information it stores that will change as 

the size of the community is increasing. In a proper working 

community, this way is mostly influenced by the relations the 

experts have between them where oral modalities of 

communication (i.e. orality) plays an important role in organising 

and naming the categories of storing. More precisely, orality tends 

to hypostatize categories that are simply accidental, or contingent. 

The cause is that simple orality, is highly dependent on contingent 

situations of narrative character and this modality is efficient 

provided there exists oral repetitions of  the admitted categories. 

When the size of the community increases, it is more difficult to 

have common histories among its members and to adopt and share 

categories that organize and name the information the community 

uses. In theses new conditions, scientific and technological 

concepts as well as the specialised language that the experts share, 

become the principal reference between the experts whatever the 

size of the community. 

It is that situation that justifies use of a corporate memory. 

6 CORPORATE MEMORIES 

Let us consider again the knowledge objects. They are not 

necessarily concrete objects but rather places – in the sense that 

this word receives in the term common places – where different 

points of view find a minimal agreement by producing mutually 

agreed views. From this minimal agreement – or places – can stem 

more concrete objects. 

The longevity – and stability – of an knowledge objects within a 

community is directly related to the number of views and points of 

view that produce them, and to the extension of the period of time 

during which those views are produced. 

In this perspective, the collection of texts that a community 

produces during its life time is the best material that points of view 

can exploit in order to provide numerous views, but in the same 

time it is rather difficult to process extensively. Texts written in 

natural language when considered for their own sake, 

independently of a precise and limited context of use, need 

specialized competencies to be fully exploited, namely in 

linguistics and knowledge engineering. These skills are combined 

in order to produce terminological models of technical domain (e.g. 

Radiofrequencies) and correspond to activities of interpretation of 

the collection of texts available for that purpose. 

What precedes justifies the existence of a socio-technical 

facility that we designate as a corporate memory that possesses at 

least these features:  

 A basic function: the conservancy of knowledge objects of the 

company 

 An associated activity: analyses of linguistic resources and 

modelling of terminologies 

 A material: the collection of texts that the company choose to 

preserve 

In short a corporate memory plays the role of a natural 

conservatory regarding the written production of the company. 

More precisely we define a corporate memory as: 

 a collection – mainly of textual character – that is devoted to 

the conservancy of knowledge objects that are produced by the 

company essentially in written form 

 the activity that analyses and models terminological and 

linguistic resources 

 the formal terminological data that results from the preceding 

activity in the form of ontologies, taxonomies, thesaurus, 
folksonomies, and so on, and are used by search or categorizer 

engines. 

 the search or categorizer engines that use the preceding formal 

data. 

Regarding the issues either of distance between two working 

communities that lack interactions or of distance between people 

that belong to a community that does not allowed direct contact 

because of its size and organization, a corporate memory facility 

brings a solution. By its conception a corporate memory provide an 

upper level that more persistent and sharable knowledge objects. 

That collection of objects offers a bridge above the possible brick 

walls between communities. It can also maintain at least 

temporarily a common reference between people immerged within 

a large community. 

On the other hand regarding the issue of maintaining a coherent 

and understandable collection of knowledge objects within a 

working community in time, the corporate memory facility is 

naturally suited to provide such a solution. The reason is clear: it is 

concerned by objects that belongs to an a priori larger temporal 

scale than the ones used by usual working communities, then it can 

solve this problem. In the case of a working community, the time 

scale is approximately a decade whereas in the case of a corporate 

memory it could be as long as half a century – the timescale of 

History. 

7 FINAL REMARKS AND CONCLUSION 

Let us make this final observation. In all wethat presented above, 

the corporate memory facility plays the role of a “bus of 

knowledge” between working communities, providing them with 

views of knowledge objects it preserves. 

But, we can imagine that this facility would provide the working 

communities with the knowledge objects themselves, in order to be 

adapted to those communities. Instead of producing and preserving 

the knowledge objects through a totally idiosyncratic process, we 

suggest that the knowledge objects of the corporate memory could 

be used as strains from which knowledge objects of those 

communities can be produced and maintained. Those communities 

could then use such objects in their search or categorize engines. 

7.1 A facility for innovation 

The corporate memory could also be considered as a knowledge 

objects factory (fig 1) with the capability to provide facilities for all 

communities such as: 

 Tools and methodologies for analysis the collection of text, 

testimony of expert, … 

 Processes and methodologies to create and manage Knowledge 

objects, 

 Knowledge objects like map, terminology, ontology, modeling 

process … 
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 Formal terminological data (thesaurus, folksonomies ,…) for  

creation or/and optimization of algorithms to improve the 

Search and categorizer  engines. 

 Views (questions/answers) to offer at the end-users the result 

of their Questions/Answers. 

Those objects are not static and will be adapt according to the 

communities, time, distance and size in a common language for 

efficient sharing. 

Figure 1: The corporate memory: a knowledge objects factory 

 

The corporate memory provides the different communities not only 

with views – for search and categorizing purposes –but also 

knowledge objects that these communities will be able to use, 

confront and combine, in order to produce new knowledge objects. 

The figure below (fig. 2) shows how the corporate memory: 

 provides the different communities with relevant knowledge 

objects; 

 collects knowledge objects from these communities and from 

external communities; 

 adapts, transforms, combines these knowledge objects, in order 

to produce and share new and innovative knowledge objects –  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: The corporate memory as an innovation engine 

7.2 Conclusion 

The main contribution in our proposal is to consider a corporate 

memory as a facility that naturally complements community 

memories that exist within a company such as the CNES. What we 

underlined is that they all include activities of their members – in 

community memories as well as in corporate memory – since the 

production of knowledge objects necessarily implies the 

participation of several points of view.  The visible character of 

these objects in both, cases reminds us of the definition that M. 

Grunstein gave of capitalizing knowledge whose goal is  to “locate 

and make visible knowledge produced by the company, be able to 

keep, access and update them, know how to distribute, better use 

and create synergy between them, and valorise them”.[1995]. This 

definition perfectly applies to the finality of a corporate memory, 

but it ignores the material that makes this possible – texts – and the 

specific activities that allows this finality – analyses of linguistic 

resources and modelling of terminologies. Regarding the view of 

G. Van Heijst & al [1], we insist on the fact that if a corporate 

memory is to “contribute to the learning capacity of organizations” 

[1], it should involve itself in the activity of learning the 

knowledge objects that these organizations produce and use for that 

leaning purpose. 
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Contextual knowledge  

handled by an expert  system  
Janina A. Jakubczyc and Mieczysław L.Owoc1 

 
Abstract.

1
  The evolution of expert systems (or more generally 

intelligent systems) exhibits the increasing role of context. From 

two main usages of context: (1) to internally manage knowledge 
chunks and (2) to manage the communication with the user, we 
concentrate on the first one. Our proposition is two folded: the first 

one faces the problem of automatically delivering relevant 

contextual and context dependent knowledge for given problem 
applying the contextual classifier. The second one concerns the 
new role of intelligent systems supporting the more active user 

participation in problem solving process. This proposition gives the 
possibilities: to more complete utilization of the knowledge closed 
in data bases, to solve the difficult problems and to exploit user 
knowledge about the problem under consideration.  

1 INTRODUCTION 

There are almost common opinions that potential weakness of 

intelligent systems consists in neglecting of multidimensional 
aspects of reality where these systems are implemented. In other 
words contextual dimensions of applied knowledge should be 
included in order to improve effectiveness of the discussed 

systems. This approach allows for more holistic view on intelligent 

system concepts embracing users, performed tasks, different 
situations creating complex environment with a crucial role of 
context.  

There are many surveys and papers stressing increasing 
importance of context, for example: Brezillon

2
, Cram and Sayers

3
.  

The list of application areas where research on context are very 
important refers to word recognition (as a primary and natural 

fields of investigation) up to contemporary economy. Some of 
authors stress an assistant role of such systems: Boy and Gruber

4
 or 

Brezillon
5
. Especially such approach seems to be very useful in 

human-machine systems where knowledge can be acquired from 

users.  
Our proposition is two folded: the first one faces the problem 

of automatically delivering relevant contextual and context 
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dependent knowledge for given problem solving by using the 

contextual classifier. This approach admits of incomplete context 

and context dependent knowledge. The second one concerns the 
new role of intelligent systems supporting decision makers. It 
means more active participation of ES in identifying contextual 

knowledge relevant for users making decisions.  

The paper is managed as follows. The next part is devoted to 
automatic acquisition of contextual and context dependent 
knowledge problem. Assumptions, main goals and limitations of 

this acquisition process are considered. A concept of contextual 
knowledge base in the prepared ES prototype is presented in the 
next part. The changing role of an user in decision making process 
supported by the elaborated system is presented in the next session.  

Then some examples of supporting selected contextual 
classification activities useful in the decision making process with 
the idea of KBS system are demonstrated. The paper ends 
discussion about issues arising from the research.  

2 THE ACQUISITION OF CONTEXTUAL 
AND CONTEXT INDEPENDENT 
KNOWLEDGE 

The knowledge acquisition for knowledge base system is still a 

challenge for knowledge engineers. Our proposition faces two 
issues. The first one is abandon the problem of direct knowledge 
acquisition from experts and move the focus on the automatic 
knowledge discovery from more and more numerous data bases 

that contain considered by the experts decision cases.  The second 
one is to release the degree of acquired knowledge generalization. 
This will be achieved by introduction contextual dimensions to 
knowledge. It gives the possibility to use more correctly the 

knowledge in ES
6
 and to structure of the knowledge base. The 

knowledge base enrichment of contexts gives the opportunity to 
solve difficult socio-economic problem for which finding 
acceptable single model classification model is almost impossible  

see Brézillon
7
.   

Our solution to above issues is contextual classifier algorithm. 
The main idea is to discover the knowledge useful in problem 
solving according to its possible contexts. Thus the focus is not on 

knowledge generalization for a class of similar problems but on its 
generalization in specific context. Hence the main issue is context 
definition and context identification.  

There are many definitions of context (for detail consideration 

see for example Akman
8
) and one can choose according to his 
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needs. For our use, we quote after Brezillon and Pomerol
9
 ‘the 

context is that which constrains something without intervening in it 
explicitly’.  So we can say that context is all that forces 
understanding and interpretation of given concept. The complexity 
of the context may be different from single concept to complex 

description. 

The context identification is dependent on the context 
localization: internal in the data base or external referred to the 
domain experts and analytics (for details about the context 

identification see Jakubczyc 
10

). If the context is internal - proposed 

algorithm is able to cope with its identification.   
The given concept can be seen in one or more contexts thus 

there is the possibility to employ some mechanism to select 

appropriate chunks of context dependent knowledge and to 
combine it into the final decision. Thus we need the contextual 
classifier ensemble (the detailed description of contextual classifier 

ensemble can be find in Jakubczyc’s work
11

). 

The criterion for knowledge discovery is one or more contexts. 
It gives the possibility to utilization of more information that is 
included in data sets or outside data set (additional information). 

The number of contexts in which some problem can be perceived is 

finite, so it results in known number of base classif iers. The 
different context distinguishes base classifiers and gives the 

interpretability of each single base classifier and classification 
results.  

The acquisition of contextual and context dependent knowledge 
algorithm consists in: 

a) build decision tree on the basis of the entire learning set 
(basic attributes i.e. problem descriptors in the model and 

irrelevant attributes i.e. insignificant to the problem 

solving, they remain outside the model), 
b) context identification: create decision tree for each decision 

attribute, taking into consideration only irrelevant attributes 

(context-sensitive attributes from basic attributes; context 
attributes from irrelevant attributes),  

c) context qualification: identify pairs ‘contextual /context-
sensitive’ of attributes that can be used to the partition the 

learning set (according to the assumed level of 
classification accuracy), 

d) build contextual base classifiers for each selected context 
as the compound of decision trees generated for each 

learning subset of the selected context. 
As the results we obtain chunks of knowledge that describe 
identified context and chunks of context dependent knowledge. 
The former include knowledge chunks of contextual situations and 

the latter include context dependent knowledge chunks of specif ic 
contextual situation.  

Taking into account the lack of consensus how to select and 
combine contexts (the criterion of diversity, the criterion of the 

number of context dependent knowledge chunks and their classifier 
accuracy) number of possible contextua l classifier ensembles with 
a similar level of classification accuracy may be too large to decide 
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about arbitrarily choosing one or several of them. In this we see the 

role of an user in problem solving process. In order to do this 
structure organization of knowledge base should be prepared.   

3 KNOWLEDGE BASE STRUCTURE 

 
The knowledge base consists of identified context models in the 
form of decision trees (Fig.1). As we see, the contexts may have 

different degree of complexity. The context determines set of 
contextual situations each described by the tree path from the root  
 
 

 

 

 
 

 
 
 
 

 
 
 
 

 

 
 
 

to the leaf (using the decision tree terminology).  
When the context describes one concept, the number of contextual 
situations is determined by the set of concept’s value. In the case 
shown in Figure 1a), two contextual situations form two context 

dependent knowledge chunks. The context 1a) determines the 
relation between credit history and the number of credit taken. It 
divides the credit clients into two groups. The first group consists 

of people with good credit history that have one credit at the most. 

The second group would have trouble with credit history because 
of number of credit taken is higher than 1. Each of contextual 
situations can generated different quality context dependent 
knowledge chunks.  

In the case of the more complex context (see Figure 1b), each path 

from the root to leaf determines the contextual situations and the 

partition of context dependent knowledge chunks (the number of 

contextual situation is 7). The context 1b) describes the customer 

participation in the others credits as co-applicant or guarantor.  

We may say that each context determines the contextual situation 

and each contextual situation determines chunk of context 

dependent knowledge (Fig.2).  
Introducing the contexts to knowledge base implies the partition of 

knowledge base and more detailed view on problem solutions. The 
knowledge base build on the basis of contextual classifier differs 
from that acquired from domain experts by a knowledge engineer. 
Let’s consider the following issues: 

 the changeability of knowledge base,   

 the quality of knowledge base, 

 the structure of knowledge base. 

The potential resources for discover the context and context 
dependent knowledge are data bases that change from time to time. 
The frequency of such changes differs across the knowledge 
domains. Thus starting over contextual classifier a lgorithm for 

knowledge discovery with the suitable frequency is the necessity. 

Figure 1. Examples of context structure  
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There is no increasing knowledge base modification as in typical 

ES, there change all.  

 
 

 
 
 
 

 
 

 
 

 
 
 
 

 
 
 
 

 
 
 

 

The potential resources for discover the context and context 
dependent knowledge are data bases that change from time to time. 
The frequency of such changes differs across the knowledge 

domains. Thus starting over contextual classifier algorithm for 

knowledge discovery with the suitable frequency is the necessity. 
There is no increasing knowledge base modification as in typical 

ES, there change all.  
One can’t say that employed data bases are representative 

sample of the population in statistical terminology because of 
different purpose (intended use). Therefore the quality of 
discovered knowledge may differ significantly. The measure for 
knowledge piece quality is based on the classification accuracy 

since the knowledge chunks are represented by the decision trees 

models. Each chunk of knowledge (context and context dependent) 
has assigned that measure. There are knowledge pieces that have 
the same or much the same measure value, there are knowledge 

chunk that have unacceptable measure value, as follows from our 
research. The level of knowledge quality determines the way the 
knowledge is handled in problem solving process. If the quality of 
single context dependent knowledge is over 80% classification 

accuracy user can select such chunk of knowledge as solution. 
More frequently we encounter the cases when the level of quality is 
merely above chance i.e. a little more than 50% classification 
accuracy. Then there the problem solution has to be created as an 

ensemble of knowledge chunks. Such approach gives the 
possibility to reach the acceptable level of solution quality.  

The structure of knowledge base is determined by the type of 
context. As we mentioned earlier the relations between identified 

contexts may differ from heterogeneous set of context to the sets of 
contexts that are different by their granularity. The latter context 

relation can’t be discovered by proposed algorithms, thus the  
domain expert or analyst may be resource of acquiring knowledge 

about this type of context.   
Differently than in typical knowledge base there can be many 

relevant pieces of knowledge for one problem situation. Thus to 
find solution to the problem under consideration one have to select 
one or more appropriate contexts to view the possible knowledge 

pieces referring to problem solution. For these tasks we employ the 
user. 

4 THE USER PARTICIPATION IN 
PROBLEM SOLVING  

The user participation in problem solving process concerns three 

possible versions (version I, version II and version III) with 
different level of required activity. The contexts possible strength 
of influence on problem solving, quality of generated knowledge 
for each context and more detail for each contextual situation 

distinguish these versions. The first takes place when there are 
none identified contexts or user was searching for solution in the 
context but resign on behalf of not contextual solution. In this case 
user applies domain knowledge that was generated for entire data 

base if the level of classifier accuracy is acceptable. The role of 

user thus is limited to introduction of the description of decision 
situation. 

The second version takes place when all context dependent 

knowledge chunks generated on the basis of identified contexts 
have acceptable quality for single or ensemble solution building.  
This means that each context constitutes a consistent whole. The 
user participation in this case embrace analysis of existing context, 

choice one or the set of the most adequate contexts, assessment of 
created the possible ensembles for chosen contexts, selection a 
solution of the problem under consideration.  

In the real world above situations not have to be a rule, so there 

is a need for one more version. The third version deals with more 
difficult case i.e. when only some of context dependent knowledge 
chunks reach acceptable level of accuracy. This means that there 
can be context for example with twelve contextual situations from 

which only four determine context dependent knowledge chunks 
with acceptable quality level. This case is very demanding for the 

user i.e. the user is to conduct more profound analysis of contexts 
and contextual situation, choose more detailed contextual situation 

instead of whole contexts, assessment more possible ensembles  
and choice appropriate solution. 

To make the user participation the most comfortable we propose 

two algorithms to support him in the problem solution process to 

handle version II and III (the version I is automatic). The algorithm 

for version II and is rather simple and consists of the following 

steps: 

1. Introducing  description of the problem
12

: 
a. phase I – search for adequate contexts according to 

problem description 

 presentation of contexts in which problem solution 

may be perceived in the form of list with the context’s 
name and its descriptors and complexity (number of 
contextual situations) 

 if needed the selected context may be presented as 
decision trees or set of rules for more detailed view 

 choosing single context or set of contexts for creating 

problem solution  
b. phase II – presenting solution for single context or creating 

possible ensembles for problem solving.  
2. Selection of fusion schemata 
3. Listing the ensemble in accuracy and complexity order 

4. The evaluation of solutions due to the relevance of the 
classification accuracy, the complexity and understandability. 

5. Accepting single solution or choice the best of classifier 
ensemble. 

6. Presentation the paths of the chosen problem solution. 
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Algorithm for user supporting in process solving for the variant III 

embraces: 
1. Introducing description of the problem  

a. phase I – searching for adequate contextual situations 
according to problem description  

 presentation of contexts in which may be perceived 
problem with listing acceptable contextual situations  

 if needed more detailed presentation of chosen 

contextual situations and corresponding knowledge 

chunks in the form of listing name of context and its  
descriptors and knowledge chunk in the form of 
decision tree or list of rules  

 choice of the most adequate set of contextual 
situations 

b. phase II – creating possible ensembles for problem solving.  
2. Selection of fusion schemata. 

3. Listing the ensembles in accuracy and complexity order 
4. Evaluation of the effectiveness and expectations of received 

solutions. 
5. Verification and final acceptance or return to the beginning. 

6. Presentation the paths of the chosen problem solution.  
 

As we can see, the user has to be familiar with domain 

knowledge of solving problem for variant II and III. The variant I 

do not has such requirements about the user competency. But it 

seems that even for more automatic knowledge systems domain 

specialist are welcome.  

We assume supporting essential for an user contextual 

knowledge by elaborated expert system where domain knowledge 

exists along to pieces of contextual knowledge bases.   
The tool that meets the requirements specified in the form of 

algorithms defined in the next section is SPHINX where expert 
system application can be elaborated. SPHINX is the domain-

independent tool for building ES
13

. It is based on blackboard type 
of the approach and has the ability to combine many different 
pieces of knowledge and the ability for consistent reasoning. The 

platform provides control of backward reasoning, what in the case 

of the contextual classifier allows someone to simulate and verify 
the different variants of the decision-making process. 

The following features of the choice of this system, as a tool 
for the implementation of the proposed approach,  are crucial:  

• array architecture,  
• easiness of applying  parametric variables,  
• ability to define hybrid systems.  

From the structural point of view CKMES (Contextual 

Knowledge Management Expert System) two main categories are 

typical in this application: 

a) domain knowledge base, 

b) one or more contextual knowledge bases,  

Therefore typical functions of such application embraces: 

 inserting formalized domain knowledge  

 incorporating  one or more contextual knowledgebases  

 analyzing content and relationships between components 

of contextual knowledge introduced to the system 

 cooperation between an user and ES application in 

generating contextual-dependent decisions 

Both types of KB domain KB as well as contextual knowledge 

should be located applying mentioned blackboard approach.  

Structure of such concept is demonstrated in the Fig.3 as 

knowledge sources.     
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Each context is described and represented by a single source of 

knowledge, saved in a separate file, named adequately to the 
context name (Fig. 3).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  1. The contexts as external sources of knowledge base 

 
 
 
 

 

 
Preliminary work on the implementation of these algorithms is 
given in section 5.  

5 THE EXPERIMENT 

The idea of proposed approach is presented on the exemplary 
problem of credit scoring on the basis of the German Credit data

14.
  

The data contains 1000 past credit applicants, described by 30 

variables. Each applicant is rated as “good” or “bad” credit in the 
‘decision’ variable. The variables were decoded from their 
original names (A91, A92, A93 etc) to reflect the values they actua
lly represented for more legibility.  

The idea of proposed approach is presented on the exemplary 
problem of credit scoring on the basis of the German Credit data

15.
  

The data contains 1000 past credit applicants, described by 30 

variables. Each applicant is rated as “good” or “bad” credit in the 

‘decision’ variable. 
The variables were decoded from their original names (A91, A92, 
A93 etc) to reflect the values they actually represented for more 
legibility.  

5.1 Knowledge acquisition 

The first step is the preparation data base for expert system. Thus 

there is contexts identification, thus there decision tree model for 
all data is build. The knowledge in the form of decision tree form 
of set of rules for the system is depicted respectively on fig. 4 and 
fig.5. The decision tree presented in fig. 4 shows nodes crucial in 

decision making processes and relationships between them and in 
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Knowledgebase of BankCustomers 

Sources: 
Context1: 

type kb 
file”b11_e.zw” 

Context2: 
type kb 
file”b21_n.zw” 

Context3: 

type kb 
file”b27_m.zw” 

Context4: 
type kb 

file”b30_i.zw”  
Context5: 

type kb 
file”b25_c.zw” 

Context6: 
type kb 
file”b16_e.zw” 

end; 

 
 

 
Figure 3. Contexts as external sources of knowledge base 
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such  a way the general concept of discovering knowledge is 

visualized. The customer evaluation depends on six attributes, i.e. 
checking account, credit history, other debtors or guarantors 
(coapp), duration (time in this bank), savings, property (the kind of 
credit secure).   

 

 
 

 

 

 

 

Each descriptor of ‘good’ or ‘bad’ applicants is investigated 

whether it is context dependent. There is determined the relation 

between them and the remaining attributes to find up the possible 

contexts. In this case all descriptors are context dependent, so the 

number of discovered context is six. Then for each identified 

context there is conducted selection of appropriate data form data 

base and is generated context dependent knowledge model.  This 

step is automatic but the user can view either the mode ls or the 

contexts.  

5.2 The problem solving  

The system starts with the window for entering the description of 

problem. If the contexts exist the list of required attribute value is 

longer. In analyzed case we have six context dependent attributes 

and thirteen contextual attributes representing for example: 

customer property and savings, his marital status, housing, 

employing forms, job characteristics and the like. The list of 

required attributes values may vary from session to session as 

knowledge base is changing according to new cases accumulated in 

data base. The attributes describe either problem solving or its 

possible contexts.  
After entering the required attribute values, a list of discovered 

contexts for credit scoring is presented (see Fig. 6).  The names of 
contexts are the same as names of context dependent attributes. 
Each context has a list of its descriptors in the significance order. 
The assessment of context consists of complexity measure (e.g) 

number of contextual situations and quality measure ( classification 
accuracy of context dependent knowledge.  

Aside from that there is description of decision tree model for 
problem under consideration (general). The user at this stage may 

choose general model as solution if the quality is acceptable for 
him. This the simplest case – version I. More often there are no 
single model solution for difficult problems as in this case where 
the quality of general model is too low – 67%. So the user in the 

solution process evaluates each context and context depended 
knowledge according to his knowledge and expectation and 
objective measures. 

 

Figure  6.  The list of identified contexts 

 

Let’s look for example at two specified context: savings and 

checking account. The user can compare the context attributes that 

create different contexts. The first two descriptors for these 

contexts are the same i.e.  period of present employment and 

marital status. Thus maybe choose one of them?. A user can 

compare contexts not only on the list basis but also may have a 

decision trees view of pointed contexts. Before decision making 

user may look for more detailed view on these groups of applicants  

(Fig. 7).  

The context checking account makes great fragmentation with no 

clear description of applicants that have given type of account in a 

bank. So user decide to omit this context from further 

consideration. To well-thought-out the problem under 

consideration, the context’s view may be insufficient and user may 

have a look at context dependent knowledge referring to given 

context. A user can choose one or multiple contexts. 

The single choice finishes problem solution as version I. If the user 

make multiple choice there is a need to  decide about the voting 

schemata for fusion intermediate solutions.  

Figure 2. The decision tree for credit scoring 

Figure 5. The set of rules for credit scoring 
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Figure  7. The structure of two contexts: savings and checking 

 
As the results of user analysis the four contexts are chosen to create 
the solution: credit history, debtors or guarantors (coapp), duration 

and saving. The possible contextual ensembles are presented on the 

Fig. 8. There are all possible combination of chosen contexts. The 
number of possible ensembles for credit scoring is eleven.  

 

 
 

 

As it can be seen the level of quality for each contextual ensemble 

is pretty high and is much higher than for general model.  Before 

the final choice the user can view some of propositions listed.  

At this stage the user can select acceptable solution (Fig. 9). This is 

the case of version II.  

 

 
Figure 9. The list of the solution choice 

 
The user choice is marked solution (Fig. 9), i.e. ensemble of 
context dependent knowledge ensemble that includes credit history 

context and saving context. As we can see there is another solution 
with higher quality (93%) but more complex and the user skips it.  
In such cases the choices are not obvious, so the user knowledge 
and experiences are not overestimated.  

 

The variant III takes place when single context has not acceptable 
accuracy i.e. below 55%. It means that there is impossible to create 
any ensemble with the quality higher than random choice. The user 

has to look at identified contexts more profoundly. Let’s look at 
contexts that were skipped by the user (Table 1).   
  

Table 1. The contexts with low quality 

 

There are two contexts with 19 contextual situations that required 

more detailed analysis. The user looks for contextual situations that 

describe problem under consideration with acceptable quality but 

on the more detail level (Fig. 10)  

As it can be seen in both contexts are contextual situations that can 

meet user requirements about quality. As in earlier version the user 

can view each contextual situation and referring context dependent 

knowledge and evaluate them according to his experience and 

knowledge.  

The user can analyze acceptable contextual situation according to 

the level of classification accuracy. For example in the context 

checking account the two groups of applicants have good quality 

context dependent  knowledge i.e.  contextual situation no 2 with 

70% and contextual situation number 5 with 66%.  

The former describe the applicants that are employed for less than 

one year period and have good account. The latter contextual 

situation concerns the applicants with none account that are single  

Identified attributes of 

contextual situations 

Number of contextual 

situations 

Classification 

accuracy 

employed, marital, age, other, 

amount 
19 45% 

housing, job, marital, 

amount, installap, employed 
19 40% 

Figure  8.  The list of possible contextual ensembles  
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Figure  3. The list of contextual situations for two contexts 

 

man and are employed for more than 7 year. The number of 

applicants described by analyzed contextual situation is also 

important information for the user  The sparse groups sometimes 

can be interesting but seldom. 

The user after profound investigation has chosen seven contextual 

situations for checking context and eight for property context. 

Because the chosen context dependent knowledge chunks do not 

cover all cases included in data base there has to be added general 

context dependent knowledge. After selecting appropriate voting 

schemata the contextual ensemble were created. The quality of 

such solution is very high and equals 83%, that seems 

exceptionally good solution under these circumstances. 

 

The first results of contextual knowledge handled by en expert 

system are promising. The decision accuracy was significantly 

higher than by using general knowledge base, in the range from 4% 

- 20-%. The users have built different solution and have learnt new 

relation between contexts, between context dependent knowledge. 

    

6 DISCUSSION ON THE ISSUES RAISED  

The keys issues essential in this research include: (1) automatic 

contextual and context dependent knowledge acquisition, (2) the 

way of employing the context in problem solving and (3) the role 

of the user in the process of solution searching.  

The automatic contextual and context dependent knowledge 

acquisition requires the contexts to be inside the data base. Thus 

the contexts are unknown and have to be identified. Such approach 

gives the possibility to discover new unknown and more complex 

contexts, to see the problem through multiply contexts and the 

possibility to more profound look at the problem under 

consideration  It do not means that our proposition is limited to 

unknown contexts. When the contexts are known the process of 

context identification can be just omitted.  

The most of researchers deal with known and clear defined 

contexts. In such cases the contexts are just the single concepts to 

mention just a two. For example, for the word recognition the 

contexts refer to methods used to solve this problem: sign 

recognition method, the word recognition by segmentation and the 

shape of word analysis method
16

.  

Aspers P.
17

 in the contemporary economy refers the contexts to 

network of actors, arenas of aesthetic creative workers and final 

consumer markets.  

The more complex contexts, besides the more profound insight 

into the problem under consideration, may cause an disadvantage. 

This concerns the context using as a way of knowledge partition in 

knowledge base. The knowledge fragmentation may be too high so 

the searching for problem solution may be more complicated for 

the user. This will be the subject of our future research. 

The way of problem solving by invoking the appropriate 

contextual knowledge chunks to the current context are common 

for many researches. We extend it by the possibility to perceive the 

problem in multiply contexts. The user has the possibility to create 

many solutions but to do it well he have to be an expert in problem 

domain. The most related to our work approach, already was 

mentioned the paper of Ho T.K., Hull J.J., Srihari S.N. They see a 

solution of the problem of word recognition as an ensemble of 

three chunks of context dependent knowledge that are generated by 

the three classifiers each of them in different context. The 

contextual chunks of contextual knowledge are combined using 

some schemata of fusion. This differ from our approach arbitrary 

and automatically set up contexts and contextual knowledge 

without any user involved in process of problem solving.  

The last key issue concerns the role of an user. The evolution 

of intelligent systems is directing to achieve the balance between 

the user and the system, so that the system should play the role of 

human’s assistant in knowledge acquisition from the user
18

. In our 

work we have focused on the user role as his active contribution to 

the problem solving and we omit, for now the utilization of user 

knowledge to enrich the knowledge base. The reason is the 

possible frequency of knowledge base modification which can be 

high, thus such an effort may not be effective. But for some 

domain it will be possible to work, so it will be our future 

direction. It is worth mentioning about  the many possible solution 

of the problem which may be composed by the user. This gives  the 

possibility to find the appropriate solution but also to make the user 

more profound acquainted with the problem and problem 

limitations.  

Basically all the discussed issues related to contextual 

knowledge refer to decision making processes. We should be 
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 Ho T.K., Hull J.J., Srihari S.N.: Word recognition with multilevel 
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conscious of the context importance in many other areas. For 

example contexts are very important in information systems 

embracing law aspects (different conditions of law enforcement) or 

polymorphic ways of applying distinct procedures for particular 

environmental sides. As a result organizational knowledge get  

multidimensional and contextual dependent characteristics. 

Integration of different contextual aspects organizational 

knowledge  becomes a big challenge for future research.  
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Artificial Intelligence for Knowledge Management
with BPMN and Rules

Antoni Ligęza, Krzysztof Kluza, Grzegorz J. Nalepa, Weronika T. Adrian1 and Tomasz Potempa2

Abstract. This paper presents a framework combining BPMN and
BR as a tool for Knowledge Management. An attempt at providing
a common model supported with AI techniques and tools is put for-
ward. Through an extended example it is shown how to combine
BPMN and BR and how to pass to semantic level enabling build-
ing executable specifications and knowledge analysis. Some of the
problems concerning these two approaches can be to certain degree
overcome thanks to their complementary nature. We only deal with
a restricted view of Knowledge Management, where knowledge can
be modeled explicitly in a formal representation, and it does not take
into account the knowledge residing in people’s heads.

1 INTRODUCTION

Design, development and analysis of progressively more and more
complex business processes require advanced methods and tools.
Apart from variety of classical AI stuff, two generic modern ap-
proaches to modeling such processes have recently gained wider
popularity: Business Process Model and Notation (BPMN) [23] and
Business Rules (BR) [1, 4]. Although aimed at a common target, both
of these approaches are rather mutually complementary and offer dis-
tinctive features enabling process modelling.

BPMN constitutes a set of graphical symbols, such as links model-
ing workflow, various splits and joins, events and boxes representing
data processing activities. It is a transparent visual tool for model-
ing complex processes promoted by OMG [23]. What is worth un-
derlying is the expressive power of current BPMN. In fact it allows
for modeling conditional operations, loops, event-triggered actions,
splits and joins of data flow paths and communication processes.
Moreover, modeling can take into account several levels of abstrac-
tion enabling a hierarchical approach.

BPMN can be considered as procedural knowledge representa-
tion; a BPMN diagram represents in fact a set of interconnected pro-
cedures. Although BPMN provides transparent, visual representation
of the process, due to lack of formal model semantics it makes at-
tempts at more rigorous analysis problematic. Further, even relatively
simple inference requires a lot of space for representation; there is no
easy way to specify declarative knowledge, e.g. in the form of rules.

Business Rules, also promoted by OMG [21, 22], offer an ap-
proach to specification of knowledge in a declarative manner. The
way the rules are applied is left over to the user when it comes to rule
execution. Hence, rules can be considered as declarative knowledge
specification; inference control is not covered by basic rules.

1 AGH University of Science and Technology, Krakow, Poland,
email: {ligeza,kluza,gjn,wta}@agh.edu.pl

2 Higher School of Tarnów, Tarnow, Poland,
email: tpotempa@gmail.com

These two approaches are to certain degree complementary: BR
provide declarative specification of domain knowledge, which can
be encoded into a BPMN model. On the other hand, BPMN diagram
can be used as procedural specification of the workflow, including
inference control [7]. However, BPMN lacks of a formal declarative
model defining the semantics and logic behind the diagram. Hence,
defining and analyzing correctness of BPMN diagrams is a hard task.
There are papers undertaking the issues of analysis and verification
of BPMN diagrams [3, 9, 24, 26]. However, the analysis is performed
mostly at the structural level and does not take into account the se-
mantics of dataflow and control knowledge.

In this position paper, we follow the ideas initially presented
in [11]. An attempt at defining foundations for a more formal, logical,
declarative model of the most crucial elements of BPMN diagrams
combined with BR is undertaken. We pass from logical analysis of
BPMN component to their logical models, properties and representa-
tion in PROLOG [12]. The model is aimed at enabling definition and
further analysis of selected formal properties of a class of restricted
BPMN diagrams. The analysis should take into account properties
constituting reasonable criteria of correctness. The focus is on de-
velopment of a formal, declarative model of BPMN components and
its overall structure. In fact, a combination of the recent approaches
to development and verification of rule-based systems [13, 17, 19]
seems to have potential influence on the BPMN analysis.

2 MOTIVATION
Knowledge has become a valuable resource and a decisive factor
for successful operation of organizations, companies and societies.
As vast amounts of knowledge are in use, tools supporting Knowl-
edge Management (KM) are inevitable support for Decision Makers.
Such tools can be classified into the following categories:

• Conceptual Models — various symbolic and visual ways of
Knowledge Representation (KR), analysis, and supporting design
of knowledge-intensive systems and applications; as an example
one can mention various schemes, graphs, networks and diagrams,
with UML [18] and BPMN [6] being some perfect examples,

• Logical Models — more formal KR and knowledge processing
(reasoning, inference) tools, supporting both representation and
application of knowledge [2, 15]. It is important that such mod-
els typically support also semantic issues; as an example one can
mention various types of logics and logic-derived formalisms in-
cluding rules and Business Rules (BR) as some perfect examples.

• Functional and Procedural Models — these include all
algorithmic-type recipes for performing operations; some typi-
cal examples may vary from linguistically represented procedures,
e.g. ISO, to programs encoded with any programming languages.
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When speaking about Conceptual Models one usually assumes more
or less informal, abstract, illustrative presentation of concepts, re-
lations, activities, etc. In case of Logical Models, clear syntax and
semantic rules are in background; this assures possibility of iden-
tification and verification of properties, such as (i) consistency, (ii)
completeness, (iii) unique interpretation (lack of ambiguity), (iv) ef-
ficiency (minimal representation, lack of redundancy, efficient oper-
ation), (v) processability. Some further requirements may refer to:
readability and transparency, easy modifications and extensionabil-
ity, support for knowledge acquisition and encoding, etc.

The above-mentioned models are used to represent, analyze, pro-
cess and optimize knowledge. Note that there are at least the follow-
ing types of knowledge aimed at separate goals and requiring differ-
ent way of processing:
• typological or taxonometric knowledge (e.g. a taxonomy in typed

logics and languages or TBox in Description Logics),
• factographic knowledge representing facts and relations about ob-

ject (e.g. a set of the FOPC atomic formulae or ABox in DL),
• inferential or transformation knowledge — specification of legal

knowledge rewriting rules or production rules,
• integrity and constraints knowledge on what is impossible, not

allowed, etc.
• meta-knowledge — all about how to use the basic knowledge

(e.g. inference control rules).
Now, most typical KM activities require solving such issues as:

1. Knowledge Representation,
2. Inference — knowledge processing rules,
3. Inference Control — principles on how to apply inference rules in

a correct and efficient manner,
4. Knowledge Acquisition and Updating,
5. Knowledge Analysis and Verification,
6. Friendly User Interface,
7. Generalization and Learning.

A tool, or a set of tools, for efficient Knowledge Management
should support as many KM activities in a smooth way and deserve
handling as many types of knowledge within a single framework.

2.1 BPMN as a tool for KM
BPMN [23] appears to be an effective choice for Knowledge Man-
agement tasks. It offers a wide spectrum of graphical elements for vi-
sualizing of events, activities, workflow splits and merges, etc. It can
be classified as Conceptual Modeling tool of high expressive power,
practically useful and still readable to public.

Let us briefly analyze the strengths and weaknesses of BPMN as
a KM tool. It is mostly a way of procedural knowledge specification,
so it supports p. 3 above, but neither p. 1 nor 2. Certainly, refering to
p. 6 its user interface is nice. An important issue about BPMN is that
it covers three important aspects of knowledge processing:
• inference control or workflow control, including diagrammatic

specification of the process with partial ordering, switching and
merging of flow,

• data processing or data flow specification, including input, output
and internal data processing,

• structural representation of the process as a whole, allowing for
visual representation at several levels of hierarchy.

Some more serious weakness issues concerning characteristics and
activities presented in Section 2 are as follows:
• BPMN — being a Conceptual Modeling tool — does not provide

formal semantics,
• it is inadequate for knowledge analysis and verification (p. 5),

• it neither support declarative representation of taxonometric, fac-
tographical, nor integrity knowledge.

However, some of these weaknesses can be overcome by combina-
tion of BPMN with Business Rules.

2.2 Business Rules as a tool for KM
Business Rules (BR) can be classified as Logical Model for KR. They
constitute a declarative specification of knowledge. There can be dif-
ferent types of BR serving different purposes; in fact all the types of
knowledge (taxonometric, factographical, transformation, integrity,
and meta) can be encoded with BR.

A closer look at foundations of Rule-Based Systems [10] shows
that rules can:
• have high expressive power depending on the logic in use,
• provide elements of procedural control,
• undergo formal analysis.

Rules, especially when grouped into decision modules (such as
decision tables) [14], are easier to analyze. However, the possibility
of analysis depends on the accepted knowledge representation lan-
guage, and in fact – the logic in use. Formal models of rule-based
systems and analysis issues are discussed in detail in [10].

The main weakness of BR consists in lack of procedural (infer-
ence control) specification and transparent knowledge visualization.
However, these issues can be solved at the BPMN level.

2.3 BPMN and BR: Toward an Integration
Framework

In order to integrate BPMN and BR, a framework combining and
representing intrinsic mechanisms of these two approaches is under
development. It should be composed of the following elements:
• Workflow Structure/Sequence Graph (WSG) — an AND-OR

graph representing a workflow structure at abstract level,
• Logical Specification of Control (LSC) — logical labels for WSG,
• Dataflow Sequence Graph (DSG) — a DFD-type graph showing

the flow of data,
• Logical Specification of Data (LSD) — constraints imposed on

data being input, output or processed at some nodes.

3 WORKFLOW STRUCTURAL GRAPH for
BPMN

Workflow Structure/Sequence Graph (WSG) is in fact a simplified
structural model of BPMN diagrams. It constitutes a restricted ab-
straction of crucial intrinsic workflow components. As for events,
only start and termination events are taken into account. Main knowl-
edge processing units are activities (or tasks). Workflow control is
modeled by two subtypes of gateways: split and join operations. Fi-
nally, workflow sequence is modeled by directed links. No time or
temporal aspect is considered.

The following elements will be taken into consideration [11]:

• S — a non-empty set of start events (possibly composed of a sin-
gle element),

• E — a non-empty set of end events (possibly composed of a single
element),

• T — a set of activities (or tasks); a task T ∈ T is a finite process
with single input and single output, to be executed within a finite
interval of time,

• G — a set of split gateways or splits, where branching of the work-
flow takes place; three disjoint subtypes of splits are considered:

28



– GX — a set of exclusive splits where one and only one alterna-
tive path can be followed (a split of the EX −OR type),

– GP — a set of parallel splits where all the paths of the work-
flow are to be followed (a split of the AND type or a fork),
and

– GO — a set of inclusive splits where one or more paths should
be followed (a split of the OR type).

• M — a set of merge gateways or joins, where two or more paths
meet; three disjoint subtypes of merge (join) nodes are considered:

– MX — a set of exclusive merge nodes where one and only one
input path is taken into account (a merge of the EX −OR
type),

– MP — a set of parallel merge nodes where all the paths are
combined together (a merge of the AND type), and

– MO — a set of inclusive merge nodes where one or more paths
influence the subsequent item (a merge of the OR type).

• F — a set of workflow links, F ⊆ O × O, where O = S ∪ E ∪
T ∪ G ∪M is the join set of objects. All the component sets are
pairwise disjoint.

The splits and joins depend on logical conditions assigned to partic-
ular branches. It is assumed that there is defined a partial function
Cond:F → C assigning logical formulae to links. In particular, the
function is defined for links belonging to G × O ∪ O ×M, i.e. out-
going links of split nodes and incoming links of merge nodes. The
conditions are responsible for workflow control. For intuition, an ex-
emplary simple BPMN diagram is presented in Fig. 1.

In order to assure structural correctness of BPMN diagrams a set
of restrictions on the overall diagram structure is typically defined;
they determine the so-called well-formed diagram [24]. Classical AI
graph search methods can be applied for analysis. However, a well-
formed diagram does not assure that for any input knowledge the pro-
cess can be executed leading to a (unique) solution. This depends on
the particular input data, its transformation during processing, cor-
rect work of particular objects, and correct control defined by the
branching/merging conditions assigned to links.

The further issues, i.e. Logical Specification of Control (LSC),
Dataflow Sequence Graph (DSG), and Logical Specification of Data
(LSD) will be analyzed on the base of an example presented below.

4 BPMN AND BR EXAMPLE:
THE THERMOSTAT CASE
In order to provide intuitions, the theoretical considerations will be
illustrated with a simple exemplary process. The process goal is to
establish the so-called set-point temperature for a thermostat sys-
tem [20]. The selection of the particular value depends on the season,
whether it is a working day or not, and the time of the day.

Consider the following set of declarative rules specifying the pro-
cess. There are eighteen inference rules (production rules):
Rule 1: aDD ∈ {monday, tuesday,wednesday, thursday, friday} −→

aTD = wd.
Rule 2: aDD ∈ {saturday, sunday} −→ aTD = wk.
Rule 3: aTD = wd ∧ aTM ∈ (9, 17) −→ aOP = dbh.
Rule 4: aTD = wd ∧ aTM ∈ (0, 8) −→ aOP = ndbh.
Rule 5: aTD = wd ∧ aTM ∈ (18, 24) −→ aOP = ndbh.
Rule 6: aTD = wk −→ aOP = ndbh.
Rule 7: aMO ∈ {january, february, december} −→ aSE =
sum.

Thermostat all

Determining
season

Determining
workday

Determining
operat ion hours

Determining
thermostat

sett ings

Krzysztof Kluza 5 of 5 26.04.2011

Figure 1. An example BPMN diagram — top-level specification of the
thermostat system

Rule 8: aMO ∈ {march, april,may} −→ aSE = aut.
Rule 9: aMO ∈ {june, july, august} −→ aSE = win.
Rule 10: aMO ∈ {september, october, november} −→ aSE =
spr.

Rule 11: aSE = spr ∧ aOP = dbh −→ aTHS = 20.
Rule 12: aSE = spr ∧ aOP = ndbh −→ aTHS = 15.
Rule 13: aSE = sum ∧ aOP = dbh −→ aTHS = 24.
Rule 14: aSE = sum ∧ aOP = ndbh −→ aTHS = 17.
Rule 15: aSE = aut ∧ aOP = dbh −→ aTHS = 20.
Rule 16: aSE = aut ∧ aOP = ndbh −→ aTHS = 16.
Rule 17: aSE = win ∧ aOP = dbh −→ aTHS = 18.
Rule 18: aSE = win ∧ aOP = ndbh −→ aTHS = 14.

Let us briefly explain these rules. The first two rules define if we
have today (aTD) a workday (wd) or a weekend day (wk). Rules 3-6
define if the operation hours (aOP ) are during business hours (dbh)
or not during business hours (ndbh); they take into account the work-
day/weekend condition and the current time (hour). Rules 7-10 de-
fine the season (aSE ) is summer (sum), autumn (aut), winter (win)
or spring (spr). Finally, rules 11-18 define the precise setting of the
thermostat (aTHS ). Observe that the set of rules is flat; basically no
control knowledge is provided.

Now, let us attempt to visualize a business process defined with
these rules. A BPMN diagram of the process is presented in Fig. 1.
After start, the process is split into two independent paths of ac-
tivities. The upper path is aimed at determining the current season
(aSE; it can take one of the values {sum, aut, win, spr}; the de-
tailed specification is provided with rules 7-10). A visual specifica-
tion of this activity with an appropriate set of rules is shown in Fig. 2.

Determining season

month in {1,2,12}

month in {3,4,5}

month in {6,7,8}

month in {9,10,11}

set season
to summer

set season
to autumn

set season
to spring

set season
to winter

Krzysztof Kluza 2 of 5 26.04.2011

Figure 2. An example BPMN diagram — detailed specification a BPMN
task

The lower path determines whether the day (aDD) is a workday
(aTD = wd) or a weekend day (aTD = wk), both specifying
the value of today (aTD ; specification provided with rules 1 and
2), and then, taking into account the current time (aTM ), whether
the operation (aOP ) is during business hours (aOP = dbh) or not
(aOP = ndbh); the specification is provided with rules 3-6. This is
illustrated with Fig. 3 and Fig. 4.

Finally, the results are merged together, and the final activity con-
sists in determining the thermostat settings (aTHS ) for particular
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Determining workday

day in {mon,tue,wed,thu,fri}

day in {sat,sun}

set today
to workday

set today
to weekend

Krzysztof Kluza 4 of 5 26.04.2011

Figure 3. An example BPMN diagram — detailed specification of
determining the day task

Determining operation hours

today =  workday &
hour >  17

today =  weekend &
hour =  any

today =  workday &
hour <  9

today =  workday &
hour in [9;17]

set operat ion
to nbizhrs

set operat ion
to bizhrs

Krzysztof Kluza 1 of 1 26.04.2011

Figure 4. An example BPMN diagram — detailed specification of
working hours task

season (aSE ) and time (aTM ) (the specification is provided with
rules 11-18). This is illustrated with Fig. 5.

Determining thermostat settings

operat ion =  nbizhrs &
season =  summer

set thermostat
sett ings to 27

operat ion =  bizhrs &
season =  summer

set thermostat
sett ings to 24

operat ion =  nbizhrs &
season =  spring

set thermostat
sett ings to 15

operat ion =  bizhrs &
season =  spring

set thermostat
sett ings to 20

operat ion =  bizhrs &
season =  winter

set thermostat
sett ings to 18

operat ion =  nbizhrs &
season =  winter

set thermostat
sett ings to 14

operat ion =  nbizhrs &
season =  autumn

set thermostat
sett ings to 16operat ion =  bizhrs &

season =  autumn
set thermostat
sett ings to 20

Krzysztof Kluza 3 of 5 26.04.2011

Figure 5. An example BPMN diagram — detailed specification of the final
thermostat setting task

Even in this simple example, answers to the following important
questions are not obvious:

1. data flow correctness: Is any of the four tasks/activities specified
in a correct way? Will each task end with producing desired output
for any admissible input data?

2. split consistency: Will the workflow possibly explore all the paths
after a split? Will it always explore at least one?

3. merge consistency: Will it be always possible to merge knowledge
coming from different sources at the merge node?

4. termination/completeness: Does the specification assure that the
system will always terminate producing some temperature speci-
fication for any admissible input data?

5. determinism: Will the output setting be determined in a unique
way?

Note that we do not ask about correctness of the result; in fact, the
rules embedded into a BPMN diagram provide a kind of executable
specification, so there is no reference point to claim that final output
is correct or not.

5 LOGICAL SPECIFICATION OF CONTROL
This section is devoted to analysis of logical specification of control.
In fact, two types of control elements are analyzed: split nodes and
merge nodes.

5.1 Analysis of Split Conditions
An exclusive split GX (q1, q2, . . . qk) ∈ GX with k outgoing links
is modelled by a fork structure assigned excluding alternative of the
form:

q1 Y q2 Y . . . Y qk,

where qi∧qj is always false for i 6= j. An exclusive split can be con-
sidered correct if and only if at least one of the alternative conditions
is satisfied. We have the following logical requirement:

|= q1 ∨ q2 ∨ . . . ∨ qk, (1)

i.e. the disjunction is in fact a tautology. In practice, to assure (1),
a predefined exclusive set of conditions is completed with a default
q0 condition defined as q0 = ¬q1 ∧ ¬q2 ∧ . . . ∧ ¬qk; obviously, the
formula q0 ∨ q1 ∨ q2 ∨ . . . ∨ qk is a tautology.

Note that in case when an input restriction formula φ is specified,
the above requirement given by (1) can be relaxed to:

φ |= q1 ∨ q2 ∨ . . . ∨ qk. (2)

An inclusive split GO(q1, q2, . . . qk) ∈ GO is modelled as dis-
junction of the form:

q1 ∨ q2 ∨ . . . ∨ qk,

An inclusive split to be considered correct must also satisfy formula
(1), or at least (2). As before, this can be achieved through completing
it with the q0 default formula.

A parallel split GP(q1, q2, . . . qk) ∈ GP is referring to a fork-
like structure, where all the outgoing links should be followed in any
case. For simplicity, it can be considered as an inclusive one, where
all the conditions assigned to outgoing links are set to true.

Note that, if φ is the restriction formula valid for data at the input
of the split, then any of the output restriction formula is defined as
φ ∧ qi for any of the outgoing link i, i = 1, 2, . . . , k.

5.2 Analysis of Merge Conditions
Consider a workflow merge node, where k knowledge inputs
satisfying restrictions φ1, φ2, . . . , φk respectively meet together,
while the selection of particular input is conditioned by formulae
p1, p2, . . . , pk, respectively.

An exclusive merge MX (p1, p2, . . . , pk) ∈ MX of k inputs is
considered correct if and only if the conditions are pairwise disjoint,
i.e.

6|= pi ∧ pj (3)

for any i 6= j, i, j ∈ {1, 2, . . . , k}. Moreover, to assure that the
merge works, at least one of the conditions should hold:

|= p1 ∨ p2 ∨ . . . ∨ pk, (4)

i.e. the disjunction is in fact a tautology. If the input restrictions
φ1, φ2, . . . , φk are known, condition (4) might possibly be replaced
by |= (p1 ∧ φ1) ∨ (p2 ∧ φ2) ∨ . . . ∨ (pk ∧ φk).

Note that in case a join input restriction formula φ is specified, the
above requirement can be relaxed to:

φ |= p1 ∨ p2 ∨ . . . ∨ pk, (5)

30



and if the input restrictions φ1, φ2, . . . , φk are known, it should be
replaced by φ |= (p1 ∧ φ1) ∨ (p2 ∧ φ2) ∨ . . . ∨ (pk ∧ φk).

An inclusive merge MO(p1, p2, . . . , pk) ∈ MO of k inputs is
considered correct if one is assured that the merge works — condi-
tion (4) or (5) hold.

A parallel merge MP ∈ MP of k inputs is considered correct by
default. However, if the input restrictions φ1, φ2, . . . , φk are known,
a consistency requirement for the combined out takes the form that
φ must be consistent (satisfiable), where:

φ = φ1 ∧ φ2 ∧ . . . ∧ φk (6)

An analogous requirement can be put forward for the active links of
an inclusive merge.

|= p1 ∧ p2 ∧ . . . ∧ pk, (7)

i.e. the conjunction is in fact a tautology, or at least

φ |= p1 ∧ p2 ∧ . . . ∧ pk. (8)

In general, parallel merge can be made correct in a trivial way by
putting p1 = p2 = . . . = pk = true .

Note that even correct merge leading to a satisfiable formula as-
sure only passing the merge node; the funnel principle must further
be satisfied with respect to the following-in-line object. To illustrate
that consider the input of the component determining thermostat set-
ting (see Fig. 1). This is the case of parallel merge of two inputs.
The joint formula defining the restrictions on combined output of the
components for determining season and determining operation hours
is of the form:

φ = (aSE = sum ∨ aSE = aut ∨ aSE = win ∨
aSE = spr) ∧ (aOP = dbh ∨ aOP = ndbh).

A simple check of all possible combinations of season and operation
hours shows that all the eight possibilities are covered by precondi-
tions of rules 11-18; hence the funnel condition (11) holds.

6 DATAFLOW SEQUENCE GRAPH
A Dataflow Sequence Graph (DSG) can be any DFD-type graph
showing the flow of data that specifies the data transfers among data
processing components. It shows that data produced by certain com-
ponents should be sent to some next-in-chain ones. In the case of our
thermostat example, it happens that the DSG can be represented with
the graph shown in Fig. 1 — the workflow and the dataflow structure
are the same.

7 LOGICAL SPECIFICATION OF DATA
Logical Specification of Data (LSD) are constraints on data being
input, output or processed at some nodes.

7.1 Logical Constraints on Component Behavior
In this section we put forward some minimal requirements defining
correct work of rule-based process components performing BPMN
activities. Each such component is composed of a set of inference
rules, designed to work within the same context; in fact, precondi-
tions of the rules incorporate the same attributes. In our example,
we have four such components: determining workday (rules 1-2),
determining operation hours (rules 3-6), determining season (rules
7-10) and determining the thermostat setting (rules 11-18).

In general, the outermost logical model of a component T per-
forming some activity/task can be defined as a triple of the form:

T = (ψT , ϕT ,A), (9)

where ψT is a formula defining the restrictions on the component in-
put, ϕT defines the restrictions for component output, and A is an
algorithm which for a given input satisfying ψT produces an (desir-
ably uniquely defined) output, satisfying ϕT . For intuition, ψT and
ϕT define a kind of a ’logical tube’ — for every input data satisfying
ψT (located at the entry of the tube), the component will produce and
output satisfying ϕT (still located within the tube at its output). The
precise recipe for data processing is given by algorithm A.

The specification of a rule-based process component given by (9)
is considered correct, if and only if for any input data satisfying ψT

the algorithm A produces an output satisfying ϕT . It is further de-
terministic (unambiguous) if the generated output is unique for any
admissible input.

For example, consider the component determining operation
hours. Its input restriction formula ψT is the disjunction of precondi-
tion formulae ψ3∨ψ4∨ψ5∨ψ6, where ψi is a precondition formula
for rule i. We have ψT = ((aTD = wd)∧(aTM ∈ [0, 8]∨aTM ∈
[9, 17] ∨ aTM ∈ [18, 24])) ∨ (aTD = wk). The output restriction
formula is given by ϕT = (aOP = dbh) ∨ (aOP = ndbh). The
algorithm is specified directly by the rules; rules are in fact a kind of
executable specification.

In order to be sure that the produced output is unique, the follow-
ing mutual exclusion condition should hold:

6|= ψi ∧ ψj (10)

for any i 6= j, i, j ∈ {1, 2, . . . , k}. A simple analysis shows that
the four rules have mutually exclusive preconditions, and the joint
precondition formula ψT covers any admissible combination of in-
put parameters; in fact, the subset of rules is locally complete and
deterministic [10].

7.2 Logical Specification of Data Flow
In our example we consider only rule-based components. Let φ de-
fine the context of operation, i.e. a formula defining some restrictions
over the current state of the knowledge-base that must be satisfied be-
fore the rules of a component are explored. For example, φ may be
given by ϕT ′ of a component T ′ directly preceding the current one.
Further, let there be k rules in the current component, and let ψi de-
note the joint precondition formula (a conjunction of atoms) of rule
i, i = 1, 2, . . . , k. In order to be sure that at least one of the rules
will be fired, the following condition must hold:

φ |= ψT , (11)

where ψT = ψ1 ∨ ψ2 ∨ . . . ∨ ψk is the disjunction of all precon-
dition formulae of the component rules. The above restriction will
be called the funnel principle. For intuition, if the current knowledge
specification satisfies restriction defined by φ, then at least one of the
formula preconditions must be satisfied as well.

For example, consider the connection between the component de-
termining workday and the following it component determining op-
eration hours. After leaving the former one, we have that aTD =
wd ∨ aTD = wk. Assuming that the time can always be read as
an input value, we have φ = (aTD = wd∨ aTD = wk)∧ aTM ∈
[0, 24]. On the other hand, the disjunction of precondition formulae
ψ3 ∨ ψ4 ∨ ψ5 ∨ ψ6 is given by ψT = (aTD = wd) ∧ (aTM ∈
[0, 8] ∨ aTM ∈ [9, 17] ∨ aTM ∈ [18, 24])) ∨ aTD = wk. Obvi-
ously, the funnel condition given by (11) holds.
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8 CONCLUSIONS AND FUTURE WORK

In this paper, BPMN and BR were explored as tools for Knowl-
edge Management. It is argued that integration of these approaches
can overcome some disadvantages of these approaches when consid-
ered in separate. Four areas of knowledge specification were put for-
ward: Workflow Specification Graph, Logical Specification of Con-
trol (missing in current BPMN), Dataflow Sequence Graph and Log-
ical specification of Data. The ideas of knowledge representation and
analysis were illustrated with an example.

The original contribution of our work consists in presenting
a framework combining BPMN and BR as a tool for Knowledge
Management. The papers only deals with a restricted view of Knowl-
edge Management, where knowledge can be modeled explicitly in a
formal representation, and it does not take into account the knowl-
edge residing in people’s heads.

As future work, a more complex modeling and verification ap-
proach is considered. In the case of modeling issue, we plan to im-
plement this approach by extending one of the existing BPMN tools
in order to integrate it with the HeKatE Qt Editor (HQEd) for XTT2-
based Business Rules [5]. XTT2 [19] constitutes a formalized at-
tributive language for representing rules in decision tables. Thus, the
XTT2 rules (and tables) can be formally analyzed using the so-called
verification HalVA framework [6] Although table-level verification
can be performed with HalVA [16], the global verification is a more
complex issue [8]. Our preliminary works on global verification have
been presented in [25].
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Web User Navigation Patterns Discovery as 
Knowledge Validation challenge 

Paweł Weichbroth and Mieczysław Owoc1 

 
Abstract.1 Internet resources as life environment of modern 
society with huge number of more or less conscious participants 
should be adjusted in terms of forms as well as content to users' 
needs. Knowledge acquired from web server logs in order to 
generate has to be validated. The aim of this paper is presentation 
of web usage mining as a quest for the knowledge validation 
process. A general concept of iterative and hybrid approach to  
discover user navigation patterns using web server logs is 
presented. Initial experiments on real website allow to define a new 
method of generated association rules refinement including specific 
knowledge validation techniques. 

1 INTRODUCTION 

Evolution of designing and developing Web sites from static to 
dynamic approach has enabled easy updates. Furthermore, 
intensive development and proliferation of WWW network resulted 
in other new modeling methods. It’s obvious - being recognized 
and visited in the Web means that the content is up-to-date and 
satisfies its visitors. Widespread scope of content topics shared and 
presented on the Web site affects the size and depth level of its 
structures. This results in negative impression of presented content 
and weaker usability. 
Usability of delivered information and knowledge depends on 
dynamically created user profiles as a result of Web mining and 
particularly user navigation patterns discovery process. Knowledge 
acquired from web server log files in order to generate navigation 
patterns embraces useful as well as non relevant association rules 
and has to be validated. Therefore the ultimate   goal of this 
research is presentation of the method allowing for generated 
knowledge refinement.  

These are very specific features of Web Mining procedures: 
temporal and massive data input, big differentiation of user types. 
They  have direct impact on generated knowledge about website 
content and forms and in turn should be considered in Knowledge 
Validation (KV) framework. The paper is structured as follows. 
After presentation of related work, crucial definitions essential for 
this survey are proposed. Results of prepared experiments 
consisting of relationships between components are demonstrated 
in the next section. Crucial procedure for formulating knowledge 
discovery in such environment is investigated later. The paper ends 
with itemizing of conclusions and considering future research. 

2 RELATED WORK 

Recommendation systems help to address information overload by 
using discovered web users navigation patterns knowledge gained  
from web server log files. A problem for association rule 
recommendation systems (RS) is placed in dataset. It is often 
sparse because for any given user visit or object rank, it is difficult 
to find a sufficient number of common items in multiple user 
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profiles. As a consequence, a RPS system has difficulty to generate 
recommendations, especially in collaborative filtering applications.  

In [1] to solve above problem, some standard dimensionality 
reduction techniques were applied due to improved performance. 
This paper presents two different experiments. Sarwar et al. have 
explored one technology called Singular Value Decomposition 
(SVD) to reduce the dimensionality of recommender system 
databases. The second experiment compares the effectiveness of 
the two recommender systems at predicting top-n lists, based on a 
real-life customer purchase database from an e-Commerce site. 
Finally, results suggest that SVD can meet many of the challenges 
of recommender systems, under certain conditions.  

Ad hoc exclusion of some potential useful items  can be one of 
known deficiencies of this and other reduction of dimensions 
solutions hence they will not appear in the final results. Two 
solutions that address this problem were proposed by Fu et al. in 
[2]. The first solution assumes to rank all the discovered rules 
based on the degree of intersection between the left-hand side 
(antecedent) and active session of the user. Then, the SurfLen 
(client-server system) generates the top k recommendations. In 
addition to deal with sparse datasets - if users browsing histories 
intersect rarely, the system is unable to produce recommendations - 
the algorithm for ranking association rules was presented. The 
second solution takes advantage of collaborative filtering. The 
system is able to find “close neighbors” who represent similar 
interest to an active user. Then, based on that, a list of 
recommendations is generated. 

Many  collaborative  filtering  systems  have  few  user ranks 
(opinions) compared to the large number of available documents. 
In this paper [3], Sarwar et al. define and implement a integration 
model for  content-based ranks into a collaborative filtering. In 
addition, metrics for assessing the effectiveness filter bots and a 
system were identified and evaluated. 

In this paper [4], Lin et al. a collaborative recommendation 
system based on association rules framework was proposed. The 
framework provides two measures for evaluating the association 
expressed by a rule: confidence and support. Moreover, the system 
generates association rules among users as well as among items. 

3 DEFINITIONS 

The web site space can be considered a universe U which consists 
of a sequential sets (Pi) where i=1...M. Each of sets Pi corresponds 
to unique user session where as each element of Pi is user’s request 
for single page shared by a web site. 

We consider only such subsets A of Pi (APiU) which 
appeared often enough. The frequency of subset A is defined as 
support (or support ratio) denoted as support(A)=|{i ; APi}| / M. 
A “frequent” set is a set which support satisfies the minimum 
support value, denoted as minsupport. It is a user dependent value, 
often defined as cut-off as well. 

We developed and applied an Apriori-like algorithm to mine 
frequent itemsets that is based on level-wise search. It scans a 
database recursively – a growing collections A are generated using 
smaller collections, especially the subsets of A of cardinality |A|-1, 
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called hipersubsets. Formally, a set B is a hipersubset of a set A if 
and only if aA A=B{a}. 

An association rule is an implication of the form A→B, where 
BPiU and A ∩ B = ∅. The support of a rule is the percentage 
sessions in P that contains A  B. It can be seen as an estimate of 
the probability Pr(AB). The rule support is computed as follows: 
support(A→B) = support(AB) / M. The confidence of a rule 
A→B is the percentage of sessions in P that contain A also contain 
B. It can be seen as an estimate of the conditional probability 
Pr(B\A). The rule confidence is computed as follows: 
confidence(A→B) = support(AB) / support(A). Confidence of 
the disjoint couple of sets {A,B} can be read B under the condition 
A. If its value exceeds an arbitrarily determined level of minimum 
confidence (also defined by user), denoted as minconfidence, the 
pair {A,B} will express an association rule AB. 

Given a session data set D, the problem of mining association 
rules is to discover relevant (or strong) association rules in D 
which satisfy support and confidence greater than (or  equal) to the 
user-specified minimum support and minimum confidence. Here, 
the keyword is “relevant” (or “strong”) which means, taking into 
account a user’s point of view, association rule mining process is 
complete. 
Theorem 1:  Each subset of the frequent set is a frequent set. 
Proof 1: Let A be an arbitrary frequent set and BA be a subset of 
A. The set A is frequent, thus support(A)=|{i ; APi}| / M  
minsupport. Since B is a subset of A, we have that APi  BPi, 
thus support(B) = |{i ; BPi}| / M  |{i ; APi}| / M  minsupport. 
Therefore the set B is also frequent which ends the proof.  
Theorem 2: If AB  C is a relevant association rule (A, B, C – 
pair wise distinct), then also AB, AC, ABC and ACB 
are relevant association rules. 
Proof 2: Let AB  C be an user- relevant association rule. Then 
minconfidence  confidence(A,BC) = support(ABC) / 
support(A). 
Let us consider AB  ABC. Having in mind theorem 1, we 
get support(A)  support(AB)  support(ABC). As a result, 
confidence(A,B) = support(AB) / support(A)  support 
{ABC} / support(A)  minconfidence. The set {AB} is 
frequent, so AB is a relevant association rule. On the other hand, 
confidence(AB,C) = support(ABC) /support(AB)  support 
{ABC}/support(A)  minconfidence, because of a frequency of 
a set ABC, ABC is also a relevant association rule. 
Consequently, proofs for rules AC and ACB are similar. 

4 WEB USAGE MINING PROCESS 

Methods and techniques commonly used in data mining are applied 
in Web Internet resources analysis. The main purpose of web usage 
mining is to discover users navigational patterns. Such knowledge 
can be the basics of recommendation systems in order to improve 
functionality (cross-selling) and usability (easier access) to Internet 
portals and services. First holistic and integrated (incl. different 
KDD steps) model of Web Usage Mining process was proposed by 
Cooley et al. in [5]. Afterwards, Srivastava et al. in [6] extended 
this model and apparently distinguished three phases: (1) 
preprocessing, (2) pattern discovery and (3) pattern analysis. This 
model has been widely applied – the references can be found e.g. 
in [7-14]. 

This model is complex and practice- oriented solution of solving 
problem of knowledge discovery  from Web data repositories. The 

following particular tasks are subordinated to the mentioned 
phases. It allows for clear defining of user requirements from its 
point of view including data format and expected analysis results. 
However it seems to be reasonable to extend the model by data 
collection (see Fig. 1). During this phase data sources are defined 
based on data entry type and the same selection of necessary 
variables necessary variables including planned analysis are 
performed.   

 
 
 
 
 
 
 
 
 

Figure 1. Extended Web Usage Mining process 
 

Two dimensions can be defined in this model: e.g: 
 phase – definition of data-oriented actions (tasks), 
 object – definition of data types.  

The whole process consists of the four phases; first three can be 
considered as machine-aided while the last one is human - expert 
oriented. In this frames, similarly to CRISP-DM specialized tasks 
are separate.  We can distinguish four phases in web usage mining 
process:  
1. Data collection, usage data can be collected from various 

sources like Web Server (e.g. log files), Client side (e.g. 
cookie files) or proxy servers. 

2. Data preprocessing, this phase concerns raw data files which 
often includes web server log files. There can be distinguish 
following tasks: (a) data cleaning and filtering, (b) de-
spidering, (c) user identification, (d) session identification 
and (e) path completion. 

3. Pattern discovery, it can be seen as the data mining step when 
comparing to KDD. The following methods and techniques 
can be applied: (a) statistical techniques, (b) association rules, 
(c) sequential patterns, (d) clustering and (e) classification. 

4. Pattern analysis, where domain expert evaluates discovered 
knowledge and optionally does performance assessment. If 
necessary, some modeling methods and techniques can be 
applied, such as clustering and classification. 

In the next section, we refer to each phase briefly, emphasizing the 
most important issues which can be seen as a part of knowledge 
validation challenge.   

5 EXPERIMENTS 

In Web Usage Mining the major sources of data are Web Server 
and application server log files. We only used Web Server log files 
which are a set of Web users’ activity record, registered by onet.pl 
- one of the most recognized Web portals in Poland. Web Server 
log files contain full history of access requests to files, shared on 
the Web Server. Usually, http server vendors apply Common Log 
Format (CLF) to the log files associated with http protocol service. 
This format was developed by CERN and NCSA as the component 
of http protocol. According to this format, there are seven variables 
which were selected to be recorded. Complete description of CLF 
format and its variables can be found e.g. in [15]. 
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5.1 Data collection 

The data format of Web Server log files is specific in onet.pl (see 
Tab. 1) and includes seven variables. Sample entries, which 
represent Web users’ activity, are presented below. 

 
Table 1. The structure of raw Web Server log files. 

 Variable 
Row  ◊ ♠ ○ □ ⌂ ♣ 

1 140229 8654 2166 2 5723 724 
2 140229 8654 2166 2 5723 725 
3 140229 8655 2227 124 5086 8052 
4 140229 8641 2310 26 1587 1007 
5 140229 8654 2227 124 5086 8151 

◊ time of the session, ♠ session ID,  ○ user ID, □ service ID, ⌂ subservice 
ID, ♣ html file ID. 

 
In our research, we used a web server log file which covers five 

hours of system activity - from 2PM to 7PM on 29th December 
2008. We also want to notice the fact that dedicated solutions (e.g. 
scripts, services) on the Web Server side were implemented. They 
were intended to reduce globally useless data (e.g. spiders activity). 
In this case, we can determine that in the phase of data collection, 
some preprocessing tasks  took(or have taken) place.  

5.2 Data preprocessing 

We used Linux operating system to operate on the raw data. To 
carry out this phase, a simple script in awk language was 
implemented to process the log files. Firstly, from six available 
variables just two were selected (♠ ♣) and separated from others. 
Secondly, these two were sorted accordingly to the session time (◊) 
and session identifier (♠). Thirdly, the sessions, where only one 
html page was requested by the users, were deleted from the log 
files. In such way, there were 2.132.581 unique sessions observed 
which would be taken into account in our experiments. The size of 
the log file was reduced from 4.018.853 KB to 512.934 KB. Again, 
it can be noticed that necessary tasks which typically had to be 
performed in the second phase were very limited. In addition, the 
source data was supplemented with text files which contained 
dictionaries corresponding to the URL name (e.g. 724 denotes to 
[www]). Finally, the processed file had the following format 
(session id, URL name): 
8654 [www] 
8654 [sport.html] 
8654 [games.html] 

5.3 Pattern discovery 

In this phase, frequent Web users’ access patterns are discovered 
from sessions. A few algorithms have been proposed to discover 
sequential patterns so far. During the literature study of KDD, we 
came across the algorithms such as AprioriAll [16], GSP [17], 
SPADE [18], PrefixSpan [19], ItemsetCode [20].  

We have decided to use AprioriAll, although it is not the most 
efficient and recent one. It is suitable solution for our problem 
since we can make it more efficient by pruning most of the 
candidate sequences generated in each iteration. This can be done 
because of given constraints and requirements.  We cannot assume 
that for every subsequent pair of pages in a sequence the former 
one must have a hyperlink to the latter one. The justification of that 

assumption is the fact that we do not have full access to the Web 
Server repository. Some files could have been deleted, moved to 
the archives or simply changed by the provider. On the other hand, 
the frequency of content update can be seen as very high - we have 
to keep in mind that approximately 7 million users per day visit 
this Web portal. So, it is obvious that the content hosted on the 
portal must be up-to-date. Furthermore and what seems to be the 
most important, the engine of recommendation system is able to 
generate links directly on web pages and does not require 
knowledge of inner-oriented structure and relationships of 
individual web pages. 

Let P = {p1, p2, ... , pm} be a set of web pages, called items. 
Database D represents a set of reconstructed sessions S = {s1, s2, ... 
, sn}. Each session sn is a subset of P where sn ⊆ P, called itemset. 

We implemented Apriori-like algorithm (Algorithm 1) where 
input is a  database of sessions D and output is a set of frequent 
sequences L. 

 
Algorithm 1: AprioriAll 
(1) L1 = find frequent 1-itemsets(D); 

(2) C2 = all possible combinations of L1⊠ L1 

(3) L2 = find frequent 2-itemsets(D); 
(4) for (k = 3; Lk-1 = Ø; k++) { 
(5)  Ck = S_Apriori_gen(Lk-1); 

(6)  for each transaction S ∈ D  

(7)    Ct = subset(Ck, s); 

(8)   for each candidate c ∈ Ct 

(9)   c.count++; } 

(10)  Lk = {c ∈ Ck | c.count ≥ min_sup} } 

(11)  return L = ∪kLk 

 
procedure S-apriori_gen(Lk-1 : frequent(k - 1) -itemsets 

(1) for each itemset l1 ∈ Lk-1 and 

(2) for each itemset l2 ∈ Lk-1 
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(3)     if(l1[1] = l2[1]) ∧ (l1[2] = l2[2]) ∧ ... ∧ (l1[k - 2] ≠ l2[k - 1]) 

(4)  then { 

(5)   c = 11 ⊠ l2; 

(6)   if has_infrequent_subsequence(c, Lk-1) then 
(7)    delete c; 
(8)   else add c to Ck; } 
(9) return Ck; 
 
procedure has_infrequent_subsequence(c: candidate k- itemset); 
Lk-1: frequent(k - 1)- itemsets; 

(1)  for each(k - 1)-subset s ∈ c 

(2)   if s ∉ Lk-1 then  

(3)    return True else 
(4)    return False; 

 
As a result the program returns frequent sequences with support 

for each. A simple example of a three element sequence is given 
below. 
[www];[info]/science/item.html;[info]/world/i
tem.html;0,02011 

Interpretation of this particular sequence may be expressed in 
these words: “Over 2 percent of anonymous users between 2PM 
and 7PM on 29th December 2008, first requested access to the 
home page, next opened science section then world section”. 

Based on the set of frequent sequences L we are able to generate 
sequential association rules (SAR). In this scenario, a simple 
algorithm was developed (Algorithm 2). Let R = { r1, r2, ... , rm }be 
a set of SAR. In each rule antecedent (body of the rule, left side) 
and consequent (head of the rule, right side) must not be replaced. 
In other words, it guarantees the precise order of each element in 
the sequence. Also, a user is requested to provide the minimum 
confidence (minconfidence) threshold.  

 
Algorithm 2: SAR generator 
(1) R={} 

(2) for all I ∈ L do 

(3)  R = R ∪ I → {} 

(4)  C1 = {{i} | i ∈ I}; 

(5)  k:= 1; 
(6)  while Ck ≠ {} do  
(7)   //extract all consequents of confident association rules 

(8)   Hk := {X ∈ Ck | confidence(X ⇒ I \ X, D) ≥ min_conf} 

(9)   //generate new candidate consequents 

(10)   for all X, Y ∈ Hk, X[i] = Y[i] for 1 ≤ i ≤ k - 1 do 

(11)    I = X ∪ {Y[k]} 

(12)    if ∀J ⊂ I, |J| = k : J ∈ Hk then  

(13)     Ck+1 = Ck+1 ∪ I 

(14)    end if 
(15)   end for 
(16)   k++; 
(17)  end while 
(18)  //cumulate all association rules 

(19)  R := R ∪ {X → I \ X | X ∈ H1 ∪ ⋯ ∪ Hk} 

(20) end for 
 
As a result program returns a set of sequential association rules 

R. We give a simple example of such results, based on previously 
given frequent sequence. 
r1:{www};{science.html}→{world.html}; 
0,02011; 0,964 
r2:{www}→{science.html}{world.html}; 
0,02011; 0,652 
r3:{www}→{science.html}; 0,0305; 0,00209 
r4:{www}→{world.html}; 0,0294; 0,00152 

Interpretation of the first rule may be expressed in these words: 
“There is a 96,4% chance that a user who visited {www} and 
{science.html} pages, after them would also visit {world.html}”. In 
other words, the value of confidence ratio shows degree of rule 
reliability.  

In this way we have shown that attractiveness of discovered 
knowledge is evaluated by two measures: support and confidence 
ratio. They are both specified by a user - it guarantees a definitive 
result. 
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5.4 Results. Pattern analysis 

The aim of the research was to discover frequent sequences which 
represent web user navigation paths. In first iteration the level of 
support and confidence ration was respectively 0,01 and 0,9. Table 
2 shows top ten (taking into account the highest support, denoted 
by percentage) one element frequent itemsets. 

 
Table 2. Itemsets and its support. 

Itemset Support Itemset Support 
www 78.48% email/logout.html 14,09% 

email/login.html 27.08% email/folder/delete.html 10,80% 
email/folder.html 25.49% sport/football/news.html 10,22% 

info/world/item.html 20.27% sport/formula one/news.html 9,88% 
email/folder/open.html 15,01% info/homeland/item.html 9,18% 

For instance, human interpretation of such knowledge might be 
expressed in these words: “Over 27 percent of sessions include a 
page enabling user to log on the email service”. 

Entire volume of frequent sequences draws picture of the most 
popular content of the web portal. First conclusion which arises 
from this analysis  to divide and group discovered knowledge to 
two different categories: (1) service- oriented and (2) content- 
oriented. First category relates to the hosted services via the web 
portal like email, advertisements, auctions, games, video on 
demand, dates. Second category relates to the shared content like 
information, news and plots. In this kind of the web portal, we are 
not able to recommend anything on the home page unless we 
violate user’s privacy. On the other hand, keeping in mind high 
level of usability and visibility, the objects’ arrangement should 
remain static. Therefore service- oriented content will not be 
considered to be recommended. Also, over 60% of discovered 
knowledge concerns users’ actions while using email service. As 
an example let us deliberate on sequence below: 
[www];[email]/login.html;[email]/inbox.html;[
email]/new-message.html;[email]/logout.html 

Such knowledge is useless for recommendation engine since it 
simply presents obvious and feasible actions during common 
session, restricted to single service. In this case, we decided to 
decrease the confidence ratio to four additional levels: 0,8; 0,7; 0,6 
and 0,5. Table 3 shows the volume of discovered sequential 
association rules for five different levels of confidence ratio. 
 

Table 3. The volume of SAR. 
 Number of SAR 

 Confidence 
Number of items ◊ □ ○ θ ⌂ 

2 65 79 95 118 142 
3 169 197 254 349 430 
4 196 225 315 480 585 
5 114 132 209 328 407 
6 28 32 68 111 146 

total 572 665 941 1386 1710 
  minimum confidence: ◊ 0.9  □ 0.8  ○ 0.7  θ 0.6  ⌂ 0.5 

 
It can be noticed easily that simple and apparent indication has 

occurred - on every lower level of confidence the number of rules 
have increased. Finally, for 0,5 confidence more than 1710 rules 
were discovered. These 1138 rules (difference between 0,5 and 0,9 
confidence) are not likely to bring further knowledge of web data 
usage. Nevertheless, some interesting itemset groups were 

observed which will be added to knowledge base. An example of 
useful sequence is presented below: 
[www];[sport/football/news.html];[sport/formu
la one/news.html];[info/homeland/item.html] 

At this point, previously undiscovered knowledge shall be 
reviewed and compared to that, which is already stored in 
knowledge base. Moreover, if discovered knowledge was 
transferred to knowledge base and its resources are engaged by 
recommendation engine, we are able to track the process of 
knowledge validation. It means that two measures recall and 
precision will determine degree of knowledge adequacy. In other 
words, we are able to determine quality of recommendations  
produced by the system. 

Another step, which is possible to undertake and promises to 
discover new rules, is to decrease the value of the minimum 
support. There is no general instruction with suggested value in any 
scenario. It is a subjective issue and relies on expert intuition and 
experience. In the next two iterations, we set up the value of 
minimum support respectively on 0,05 and 0,001. In our opinion it 
should be compromise between time-consumption and hardware 
requirements constraints. 
 

Table 4. Frequent sequences for three different minimum support values. 
 Frequent sequences 

 Quantity Change (◊=100) 
Number of items ◊ □ ○ □ ○ 

1 64 103 276 61% 331% 
2 167 307 1522 84% 811% 
3 177 438 3279 147% 1753% 
4 418 338 3768 -19% 801% 
5 40 154 2625 285% 6463% 
6 14 44 1193 214% 8421% 
7 0 6 373 - - 
8 0 0 73 - - 
9 0 0 5 - - 

total 880 1390 13114 58% 1390% 
  minimum support: ◊ 0.01  □ 0.005 ○ 0.001 

 
The program was executed under Eclipse environment with 

Java version 1.6.0 on IBM PC x86 computer with an Intel Core2 
Quad processor 2.4 GHz and 2 GB Random Access Memory. 
Execution times are 55 minutes, 2 hours 30 minutes and 28 hours 
16 minutes respectively to lower value of the minimum support. 
The determination of the factors influencing on the effectiveness of 
algorithm covers an remarkable research question. Unfortunately, 
we are not able to put forward straightforward answers. 

Let us examine new sequences discovered throughout these two 
independent iterations. Though, we only focus on the set (○) 
because it is a superset of the other two sets (◊ and  □). First of all, 
we can notice a enormous growth - almost 14 times larger set of 
frequent sequences was discovered, when value of minimum 
support was set up on 0,001 comparing to 0,01. This fact is worth 
deep consideration however our attention would be focused on the 
longest nine- items sequences which one of them is presented 
below: 
[www]; [dates]/visitors.html;
 [dates]/email.html;
 [dates]/email/new.html;
 [dates]/index.html; 
 [dates]/user-page/index.html;
 [dates]/user-page/index/k.html; 
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 [dates]/user-page/album.html;
 [dates]/album.html 

We can definitely state that the results are unsatisfactory. The 
longest sequences present the interactions within one hosted 
service. The same situation can be observed taking into account 
eight- and seven- items sequences. Just six sequences in the latter 
one would possibly classified to be added to the knowledge base. 
These sequences present interesting navigation paths like: 
[www]; [business]/pap.html  
 [business]/news.html 
 [info]/homeland/item.html
 [info]/world/item.html 
 [business]/stock market/news.html 
 [business]/company/market.html 

We asked ourselves: was it necessary to decrease value of 
minimum support having in mind program time-consumption? 
Even some portion of discovered knowledge might be useful, there 
is a great risk that it would become inadequate. This situation 
happens when the content update is very often. Discovered 
sequences are not longer available to reach because its items 
(represented by links) are simply replaced by others. 

In our approach we anticipated the last step which can help to 
discover relevant knowledge from web server log files. The 
assumption is simple: the domain expert shall determine service- 
oriented itemsets and any other irrelevant items and exclude them 
from the data. Then, the data is preprocessed again and process of 
web usage mining starts one more. Preliminary experiments have 
confirmed presented model in the next section. 

6 VALIDATION MODEL 

In this section, we present an iterative model for discovering and 
validating web user navigation patterns. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 2. Iterative model for discovering and validating  web 
user navigation patterns 

 
In the first step, initial values for minimum support and 

confidence are set by a user. Next, the pattern discovery process is 
performed and thus analyzed and evaluated by a user. Positively 
assessed knowledge is put into the knowledge base from where 
inference engine produces a list of recommendations to active user 
sessions. The effectiveness of this process can be measured by two 
metrics: recall and precision. Therefore the knowledge base is 
validated by them, expressing the degree of its adequacy. If the 
values of metrics are not satisfied, in the second step the 
confidence value is decreased. Similarly, in the third step, a user 
can decrease the minimum support value. If even in this case, 
values of evaluation metrics are  not satisfied, a user specifies 
additional constraint by excluding sets which are irrelevant. As a 
result, the process returns to its beginning. 

7 CONCLUSIONS 

In this paper, we introduced an interactive a user-driven model 
which addresses problem of validating web user navigation 
patterns. Experiments performed on web server file logs show that 
the model is useful and in some circumstances can be used in 
large-scale web site environments.  
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Kleenks: collaborative links in the Web of Data
Razvan Dinu1 and Andrei-Adnan Ismail2 and Tiberiu Stratulat3 and Jacques Ferber4

Abstract. Linked Data is an initiative towards publishing and con-
necting structured data on the Web, creating what is called the Web
of Data. This allows the creation of new types of applications, such
as mash-ups and semantic searches, which make use of and integrate
data coming from multiple online repositories. However, the large
amount of content produced by blogs, wikis and social networks,
which have become de facto standards for publishing content in Web
2.0, suggests that the growth of Web of Data could also be supported
by adding a social, unstructured, collaborative dimension to it. In
this paper we introduce “kleenks”, which are collaborative links that
combine structured and unstructured data by allowing users to add
unstructured content to links, in addition to the RDF predicate. The
quality and importance of such links can be evaluated by the com-
munity through classical mechanisms such as ratings and comments.
This approach stimulates the emergence of more complex and ab-
stract relations between entities, allowing people to take part in the
Linked Data process and actively contribute to the growth of the Web
of Data. We discuss how kleenks can be modeled on top of RDF
and RDFS, making them easy to implement, and identify the main
challenges to be addressed by a platform implementing the kleenks
model. Finally, we introduce an online platform that successfully ap-
plies kleenks in the research domain by allowing researchers to create
kleenks between articles, books and any other type of online media.

1 Introduction
1.1 Context
“This is what Linked Data is all about: it’s about people doing their
bit to produce a little bit, and it’s all connecting.,, - Tim Berners-Lee,
TED 2009.

Linked data is a movement trying to expose the world data in a
structured format and to link it all together in meaningful ways. This
concept has been gaining traction as more and more organizations are
starting to expose their data in a structured, computer-understandable
format, besides the traditional website. Until recent, the habit was
this: if an organization owned some data and it wanted to expose it to
the public, it created a website allowing users to explore it. However,
it soon became obvious that this was not enough; humans were not
the only ones interested in working with this data, sometimes even
computers or software agents delegated by humans should be able to
manipulate it. In the dawn of this era, the web crawling and screen
scraping concepts appeared. Programs that contained specific parsing
code for extracting knowledge out of raw HTML emerged, and they
were named crawlers or scrapers. Due to the technical difficulties of
doing NLP (Natural Language Processing), these programs would

1 University of Montpellier 2, LIRMM
2 Politehnica University of Bucharest
3 University of Montpellier 2, LIRMM
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use the underlying regularities in the HTML structure to parse the
structured data. Soon, a war broke out between content owners who
did not want to expose their data to machines and humans aiding the
machines in extracting the data by continuously adapting the parsers
to changes in HTML structure and to security additions aimed at
differentiating humans from crawlers.

In the center of this war comes Berners-Lee’s concept of Linked
Data. Linked data is no longer data exposed by machines for ma-
chines, but it is data exposed by humans for their fellow machines.
The Linked Open Data (LOD) project is leading this movement of
encouraging people to expose their data to machines in a meaning-
ful format. Most of the projects put forward by LOD are projects in
which humans are in the center of the process of generating linked
data. Big names in the internet industry such as Facebook agree with
this vision, as confirmed by the launch of Facebook Open Graph v2
initiative at the F8 conference in 20115. This announcement is about
making the transition from the singular ”like” action that users could
perform on the social platform to a multitude of actions, even custom
ones definable by application developers: read, watch, listen, cook,
try out, and so on. Given the large amount of data continuously gen-
erated by users on their social networks, this step will finally expose
all that data internally as structured data.

The DBpedia project is a community effort to extract structured in-
formation from Wikipedia and to make this information accessible on
the Web [2]. This is actually an attempt at automatically parsing the
Wikipedia infoboxes (the boxes with highlighted information usually
in the right part of the page) into RDF triples. This database of triples
is maintained in permanent synchronization with Wikipedia by using
a subscription to the live modifications feed. In this case, people still
play a central role in the generation of data, but their actions have the
creation of linked data only as an indirect consequence.

Freebase [3] is an initiative supported by Google to apply the wiki
concept to the world’s knowledge. A user interface and a RESTful
API are provided to users in order to be able to collaboratively edit a
database of triples spanning more than 125 million triples, linked by
over 4000 types of links, from domains as diverse as science, arts &
entertainment, sports or time and space. One of the main focuses of
this project is the user-created ontology, which is constantly evolv-
ing and cannot possibly be a set of fixed existing ontologies, no mat-
ter how complete they are, due to user friendliness reasons. There
is actually one interesting conclusion arising from this fact: using a
distributed workforce to crowdsource structured data requires a com-
promise between data precision and data quantity.

1.2 Problem statement
As we have seen in the previous section, there is a growing need
for exposing the world’s data in a structured format, as confirmed

5 https://f8.facebook.com/
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by industry giants and academia alike. There are a number of efforts
trying to bridge this gap. Only to name a few:

• crowd-sourcing structured data from users; examples are Freebase
and OpenStreetMap

• crowd-sourcing unstructured data from users, in a nearly-
structured format; examples are Wikipedia and Facebook before
the launching of Facebook Open Graph v2

• crawling / scraping data from unstructured data; this includes
shopping, travel and news aggregators, just to give a few exam-
ples

• extracting entities and links from unstructured text using NLP
(Natural Langauge Processing); one elocvent example of this is
OpenCalais6

However, current efforts for structuring the web’s data are mostly
concentrated around describing entities and their properties, as
shown in [2]. This is also the nature of the information usually found
in web pages: in Wikipedia, each page is dedicated to one entity,
and none to relations between entities. Also, most of the current ap-
proaches generate data through automated means, by parsing online
data sources or exposing legacy databases in RDF format. This has
two shortcomings: the only relations present in Linked Data are those
detectable by a computer program (so only explicit relations can be
detected), and also the decision of whether the data is correct or not
is left to the computer. Moreover, the current quantity of available
linked data in the largest such database was 4.7 billion RDF triples
[2], compared to over 1 trillion of web pages in 2008 7. This tells
us that the current approach of exposing the web’s data in a struc-
tured form is not scalable enough when compared to the explosive
growth of social content since the advent of Web 2.0 and the social
web: tweets, statuses, blogs, wikis and forums are all very hard to
understand for a computer program.

Therefore, it is our strongly held belief that general linked data
would benefit from a social component, allowing its creation to be
crowdsourced among enthusiasts, given that they are motivated cor-
rectly, without compromising data integrity. We envision that people
should be able to easily create links between any two online enti-
ties identifiable by a unique URI and to associate extra information
to these links. If this process of creating linked data is turned into a
community process, the validity of the links can then be subjected to
community scrutiny, a model that is not too scalable, but has proven
to work given enough contributors in Wikipedia’s case. The possi-
bility of linking resources is already built in the HTML standard;
however, the amount of extra information one can currently asso-
ciate with a link is limited. Also, links in a webpage cannot generally
be subjected to community examination for validity, and cannot be
easily removed from the page.

A tool for editing links between entities and for visualising the
most important links between contents is not available yet, and is a
necessary step forward for communities to support the creation of
linked data. However, this task of generating new linked data should
be approached with care, since providing structured data requires a
certain amount of rigor and time, whereas most people lack at least
one of the two. This is why providing structured data for an ordinary
user is still a challenge, as proved by the Freebase 8 project, and why
currently linked data which is not generated automatically is created
by experts or dedicated people.

6 http://www.opencalais.com/
7 http://googleblog.blogspot.com/2008/07/we-knew-web-was-big.html
8 http:/www.freebase.com

1.3 Article outline
The remainder of the article is structured as follows. Section 2
presents relevant works that are related to the kleenk platform and
how our platform relates to each of them. Section 3 introduces a sce-
nario that will be used throughout the article to exemplify the utility
of our proposed model and framework. Section 4 introduces the new
type of link we propose, the kleenk, and discusses its formal defini-
tion and evaluation mechanisms. Section 5 presents major challenges
that have to be overcome by an implementation of our proposed con-
cepts. Section 6 discusses how kleenks can be modelled with existing
theoretical frameworks, and why we have chosen RDF. In section 7
we present our current implementation of kleenks, a platform aimed
at connecting scientific content through a crowd-sourcing mecha-
nism. Finally, in the last section, we present our conclusions and
future works.

2 Related works
Here, we have chosen a few relevant works that treat the same prob-
lems as mentioned previously: adding a social dimension to the web
of data, using crowdsourcing to build up the web of data, or ways
to open up linked data to the big public, which might be the only
fighting chance of keeping up with the growth rate of online content.

ConceptWiki9 tries to apply the wiki concept to linked data. It
contains a list of concepts as specific as ”an unit of thought”. Any
person with an account on the website can edit the concepts and
there are two main sections on the website right now: WikiProteins
(which contains information about proteins) and WikiPeople (which
contains information about authors in the PubMed database). The
WikiPeople sections seems to be populated by extracting informa-
tion from PubMed, an important technique in order to encourage user
adoption that our proof-of-concept implementation,
kleenk.com, currently misses. Simply put, users tend to consider a
website more reliable if it has more content on it. However, for Con-
ceptWiki, this content is entity-oriented and is created automatically
by machines instead of being created by humans (just like in DBpe-
dia). Users can edit the existing content or add a new one, but the
quantity of information needed to complete the page of a person can
be quite daunting, which is why we suspect that ConceptWiki isn’t
still adopted on a large scale. We have derived one very important
lesson from this project: using machines in order to generate enough
data to bootstrap a community is a very good idea, as long as it is not
too complicated for humans to emulate what machines are doing (or
said differently, machines do now know the difference between user
friendliness and otherwise).

Last but not least, Facebook Open Graph (v2) is a recent develop-
ment of the social networking giant, allowing people to publish their
social life as something very similar to RDF triples. People can now
connect themselves to other entities by verbs like watch, read and
listen, instead of the traditional like. Friends can afterwards rate and
comment these actions, therefore this approach has also a very strong
community evaluation component. However, this platform lacks in
two respects: the first is generality, as it only connects people with
entities, and through a pretty limited amount of actions (Facebook
has to approve all new actions, giving it complete control over the
ontology of predicates that appear); the second is aggregated visu-
alisation capabilities, which is actually what makes the web of data
interesting for the regular user: the ability to discover new content by
navigating from content to content.

9 http://conceptwiki.org/
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The fact that there are a number of projects solving the same prob-
lem as us, some even approached by internet giants or the academia
gives us the strength to believe that we are working on the right prob-
lem. However, our proposed solution is unique, in that it lets users
easily create their own linked data, while giving them access to pow-
erful visualisations, as we will shortly see in the next sections.

3 Working Scenario

We will use an academia-related working scenario in this article.
Rob is a PhD student in computer science and he is reading a lot

of books and papers related to his subject, which is artificial intelli-
gence. He is testing a lot of applications and algorithms to see how
they perform in different scenarios. He would like to discuss his find-
ings with other researchers to have their opinions and also make his
results easily accessible. He is discussing with his friends and also
he publishes multiple articles but he feels that the feedback is lim-
ited and delayed (at least a few months from an article submission
to its publication). Rob also has some younger friends that study the
same topic. Whenever they find a new interesting article or applica-
tion they ask Rob about it: What’s important about this article? How
does this application relate to application Y? Rob could tell them to
read his articles but that may take a lot more time and his friends may
get confused and get lost in other information they might not need.
He gives them the answer but he knows that there may be more stu-
dents out there that would benefit from those answers. How can he
structure this information, and where to put it, so that it can be easily
found by all interested researchers?

4 Kleenks

In this section we will propose a solution to the problem stated in
section 1.2. We start by considering a simplified model of the Web
of Data which allows us to explain the role of our approach and how
it fits in the existing landscape. We finish by identifying the main
challenges for implementing our proposal.

4.1 Web of Data

We consider a simplified model for the Web of Data which consists
of the following elements: contents, entities, links, software agents,
humans and ontologies.

Contents represent any type of unstructured data such as text,
images, sounds or videos and they may, or may not have, an URI
that uniquely identifies them. Entities can represent anything such as
places, people or articles and they are uniquely identified by URIs.
Links connect two entities, have an associated type and they can rep-
resent any relation between entities. By software agent we under-
stand any software application (desktop, web or mobile) that uses
the Web of Data. Also, we consider that humans can access entities
and links directly, making abstraction of the browser or any applica-
tion in between. Finally, ontologies can be used by both humans and
software agents to understand the links between entities.

4.2 A new perspective, a new type of links

Inspired by the explosion of content in Web 2.0, we believe that the
Web of Data could also use an internal perspective in which links are
created from the user’s point of view. We believe that the Web of Data
needs a new social, unstructured and collaborative dimension that

interior exterior

individual

collective

human

software

agent entities

linksontologies

contents

Figure 1. Social, Unstructured, Collaborative dimension to the Web of
Data

would bring people, unstructured content, entities and links closer to
each other (Figure 1).

We argue that this can be achieved through a new type of links,
that we call kleenks (pronounced “clinks”), which are collaborative
links created, evaluated and consumed by the users of the Web of
Data. A kleenk (Figure 2) is a directed connection and consists of the
following (below the words “entity”, “content” and “link” have the
meaning considered in the simplified model of the Web of Data from
the beginning of this section):

1. Source. The source of a kleenk is an entity.
2. Target. The target of a kleenk is another entity.
3. Type. The type is a verb or expression that summarizes the link

from the source to the target.
4. Contents. The contents represents the most important elements of

a kleenk and they can have different roles:

• Description. Descriptive contents can be simple text para-
graphs, other media contents such as images and videos or even
domain specific. They provide more details about the connec-
tion and they are added by the creator of a kleenk.

• Feedback. As with descriptive contents, feedback contents can
take any form but they are added by other participants to the
kleenk (other people or software agents).

• Evaluation. Evaluation contents must provide means to obtain
quantitative data about the quality of a kleenk and they can take
the form of ratings, like or thumb up/down buttons etc.

Kleenks are collaborative links because new content can be added
to a kleenk at any time by its creator or by other participants. Kleenks
have un unstructured dimension because the content added to a
kleenk is in an unstructured form. Finally, a kleenk is social because
it provides a mechanism for users to express their position (like,
agree, disagree, etc.) with respect to it.

The term “kleenk” is actually a short version for collaborative link
with a slightly different spelling since the term “clink” has been used
in other works such as Project Xanadu10 and we wanted to avoid
confusion.

Let’s take an example. Rob, from our first working scenario, reads
a paper X that talks about an efficient implementation of an algorithm
described in another paper Y. He will create a kleenk from the article

10 http://www.xanadu.com
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X to article Y with the type “efficient implementation of”. Also, if
the implementation is accessible on the internet he can also create a
second kleenk from X to the implementation with the type “imple-
mented here”. As a description of the first kleenk he will provide a
few details about what exactly makes the implementation efficient.
Other researchers can express their opinion about the implementa-
tion directly on the kleenk, and comment for instance that the perfor-
mance improvement is visible only on a particular class of input data.
Other implementations can be kleenked to the same article X and the
implementations can also be kleenked between them. Now, whenever
an younger friend of Rob finds paper X he will quickly see the most
important implementations of the algorithm and the relations with
other important papers and they can continue their research without
interruption.

4.3 Benefits and quality of kleenks

One main feature of kleenks is the ability to add unstructured con-
tent, in any form, to structured links. This has multiple benefits for
both the user and the Web of Data. First because kleenks are richer in
content than simple links, this makes them important on their own.
Up until now, in the Web of Data, it is rare that links are very impor-
tant on their own but rather in sets that describe an entity or a topic.
We believe that making each link important on its own will engage
people more in creating meaningful links.

Second, allowing people to create links with content will also fa-
cilitate the apparition of new links of high abstraction level that oth-
erwise would have been impossible to extract automatically.

Allowing people to contribute to existing kleenks with new con-
tent is meant to make kleenks become more accurate and complete.
However, as it has been seen in many projects such as Wikipedia
and StackOverflow, an explicit evaluation system for user contributed
content is necessary. The design of rating systems has been widely
studied in computer science [7]. An overview of techniques that can
be used to heuristically assess the relevance, quality and trustworthi-
ness of data is given in [1].

Also, allowing social validation through mechanisms such as likes,
agree/disagree or ratings allows important kleenks to step ahead of
the less important ones guiding the users through what is important
and what is less important. Of course the best way of validating a
content can differ from domain to domain and each platforms that
uses kleenks is free to choose the method that is more suitable.

5 Challenges
In the previous section we have introduced a new way of creating
links in the Web of Data, at the conceptual level. This new type of
links are called “kleenks” and they are collaborative links which con-
tain unstructured content in addition to the typical RDF predicate. We
believe that this approach will engage everyday users to take a more
active part in building collaboratively the Web of Data and bring it to
its full potential. However, implementing a system based on kleenks,
be it targeted to a specific domain or as a general platform, raises a
few challenges that must be properly addressed in order to be suc-
cessfully used.

5.1 Access to entities
A kleenk, as an RDF triple, is a link that connects two entities and in
addition it adds more content to the link. Letting regular users create
such kleenks raises an important question: “How will a user quickly
select the entities he’s interested in kleenking?”.

The answer to this question depends on the type of platform: do-
main specific or general. In case of a domain specific platform it
means that the user will kleenk entities he’s working with. Usu-
ally these entities are already gathered in some databases and the
kleenk platform only needs to integrate with these databases to pro-
vide quick search of the entities the user wants to kleenk.

On the other hand, a general platform is faced with a much more
difficult question due to inherent ambiguities. If a user wants to use
“Boston” as the source of a kleenk the platform has to decide whether
it’s about the city, the band or the basketball team. In this context
we believe that semantic searches and large open databases such as
DBpedia and Freebase will help in the disambiguation process.

Also, the user might want to kleenk things that don’t yet have an
URI and the platform must be able to create such URI’s on the fly.

5.2 The ontologies for kleenks
Even though kleenks contain unstructured content, their type, as with
RDF links, will still be a predicate in an ontology, allowing comput-
ers to have at least a basic understanding of what a kleenk means and
use them in new ways. However, allowing users to create any type of
links between entities means that it is very hard to develop a com-
prehensive ontology from the start. A kleenks platform would have
to provide a mechanism that would allow users to define ontologies,
such as in Freebase, or it must integrate with platforms that allow
users to build ontologies such as MyOntology.

5.3 Visualization and privacy
Allowing users to create kleenks between any two entities has the
potential of creating a very big number of kleenks. Users must be
able to handle a big number of kleenks related to the entities that
are of interest to them. Since kleenks form a graph structure, we can
use visualisation techniques for graphs and create interactive ways of
navigating the kleenks. We believe that since kleenks contain more
content on the “edges” between the nodes, than just a simple predi-
cate, more interactive and engaging visualizations can be built.

Since kleenks contain more content than simple RDF links and
since most of this content will be based on the user’s experience,
the problem of the visibility of a kleenk must not be neglected. A
user might want to create a kleenk between two entities and allow
only a limited number of persons to see it. Also, kleenks can be used
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to collaboratively build some data (i.e. state of the art on a topic)
which might, at least on its early stages, be visible only to a limited
number of people. So, a kleenk platform must also provide proper
mechanisms for kleenks’ visibility.

6 Modeling kleenks
In this section we will look at the theoretical and technical aspects of
modeling kleenks using existing techniques in semantic web. We will
first analyze different alternatives and motivate our chose for one of
them. Finally, we will give an example of what a kleenk might look
like.

6.1 Theoretical model
Basically, the kleenk model could be seen as an extension of the RDF
model with support for unstructured data. In the semantic web many
extensions of the RDF model have been proposed during the last
years. There are extensions dealing with temporal aspects [5], with
imprecise information [8], provenance of data [4] or trust [9]. In [10]
a general model based on annotation is proposed which generalizes
most of the previous models.

All the above mentioned techniques are based on the named graph
data model, a well known technique in semantic web to attach meta-
information to a set of RDF triples. Even though these techniques
could be applied to model kleenks, that would require that each
kleenk has its own named graph (with its own URI), in order to as-
sociate the unstructured content with it.

A different technique, known under the name of RDF Reification,
is described in the RDF specification [6]. This technique has well
known limitations and weak points such as triple bloat and the fact
that SPARQL queries need to be modified in order to work with rei-
fied statements. However, we believe that this techniques is the most
suitable for modeling kleenks because a kleenk needs many differ-
ent types of meta-information associated with it: creator, description
content, feedback content (i.e. comments), evaluation content (i.e.
ratings) and possibly other domain specific data.

7 kleenk.com
7.1 Description
kleenk.com 11 is an online collaborative platform for linking sci-
entific content. The project’s motto is: ”Smart-connecting scientific
content”. It is allows users to link scientific contents, revealing other
relations than citations, such as:

• paper P1 implements the algorithm in paper P2 (relation: ”imple-
ments algorithm in”)

• diagram D1 is an explanation for the theory in paper P2 (relation:
”explains the theory in”)

• algorithms A1 and A2 solve the same problem (relation: ”solves
the same problem as”)

This kind of relation is not easy to extract neither by an automated
program, and nor by humans that are just starting their research in
a certain area. In Europe, the first year of a PhD program is usually
dedicated to researching the state of the art, which consists of reading
many scientific contributions by other authors and creating mental
links like those mentioned previously. Given the exploding number

11 http://app.kleenk.com

of scientific works, conferences and journals it is hard to keep up-to-
date even for a scientific advisor, which makes the work of a starting
researcher even harder. Kleenk actually solves this problem by al-
lowing the community to create and visualise kleenks between the
contents.

This platform is aimed at the following groups of persons:

• PhD students which need community guidance in order to read the
most relevant and up-to-date materials related to their subject

• professional researchers who need to stay in touch with the vibrant
scientific community’s developments

• other people interested in quickly gaining an overview of a scien-
tific domain

The platform allows the easy selection of content to kleenk from
a number of sources by manually adding it, importing it from web
pages (such as ACM or IEEE public pages of articles) and even
by importing BibTeX bibliography files. Once all the content a user
wants to kleenk is available in the platform, the user can start creating
kleenks by selecting a source and destination content.

After they are created, kleenks can be shared with research fel-
lows or made public, and grouped around meaningful ideas using
tags. Every time a new content is created or updated, the interested
users are notified using their personal news feed. Therefore, changes
to a kleenk or any comment reach out across the entire community
instantly.

Authors have the chance to kleenk their own papers to existing
ones, and by subjecting these kleenks to the community scrutiny,
the platform makes it possible for them to obtain early feedback for
their ideas. In today’s society, when the internet allows information
to be propagated from one end of the world to another in seconds,
the traditional peer review system is becoming more and more criti-
cized due to the number of months passed from submitting the work
to actual post-publication feedback from the scientific community.
Our service aims to complement the quality and thoroughness of the
peer review system with the opinion of the crowd. One important
observation is that the opinion of the crowd is not necessarily misin-
formed, as proven lately by the tremendously successful service for
programmers StackOverflow 12. This website is a collaborative ques-
tion answering system, with world renown experts easily connecting
and answering each others’ questions. We think that the scientific
community would benefit from a low-latency alternative to obtaining
feedback for a piece of work.

7.2 Implementation of the theoretical framework
Having earlier detailed the kleenk model and characteristics, we will
now underline which instantiation of the general principles was used
in order to implement this knowledge sharing platform. First of all,
in our particular case, the kleenk has the following elements:

• the source, destination and type - these are also present in the
general model

• the description - this is specific to this pair of content, and rep-
resents a more detailed explanation of the type. It should be used
in order to motivate the choice of type and to give more relevant
results

• comments - since each kleenk has its own set of comments, these
can be used in order to discuss the relevance of the link and to give
extra information by anyone who can see it. These are similar to

12 http://www.stackoverflow.com
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Wikipedia’s talk pages, which are used by contributors to clarify
informations in the main page

• ratings - together with ratings, these allow the community to eval-
uate the quality of a kleenk. In the visualisation, kleenks with bet-
ter community score (which is computed from the ratings, number
of comments, number of views and a number of other metrics) are
displayed with a thicker connecting line, signifying a greater im-
portance. Ideally, an user who is interesting in exploring the web
of scientific articles will first navigate the most important kleenks.

• privacy level - as already mentioned in the general model, there
should be a privacy setting associated with each kleenk. This al-
lows users to first try out their own ideas in a personal incubator
before promoting them to the whole community. In our imple-
mentation, there are 3 privacy levels: private (visible only to the
owner), public (visible to anyone) and shared (visible to research
fellows, which can be added through a dedicated page, given that
they also agree).

• tags - each kleenk can be part of one or more tags. This is actually
a mechanism for grouping tags related to the same idea or topic
under a single name. For example, when writing this article, the
authors created a ”Kleenk Article” tag which contained the rele-
vant bibliographic items and the kleenks between them.

The visualisation of the graph induced by the kleenks is done, as
mentioned in the description of the general model, using consacrated
layout methods. Specifically, in our case, we use an attraction-force
model.

kleenk.com is a linked data application, conforming to Berner-
Lee’s vision of the future of the web. Contents, kleenks and tags
all have persistent URIs that can be dereferenced in order to obtain
linked data. One other interesting side-effect of this is that interesting
scientific applications can emerge on top on the data contributed by
the users to kleenk. For example, new scientometric indicators based
on kleenks could be computed by a 3rd party application.

7.3 Use case example

7.3.1 Obtaining feedback for a recently published article

Alice is a fresh PhD student in Semantic Web, who is overwhelmed
by the vast amount of publications on this topic. Being a first year
student, she has to complete a document describing the state of the
art by the end of the year. Being a Facebook user, it’s easy for her to
create an account using one click on kleenk.com, since it features in-
tegration with Facebook’s login service. Once logged in, she adds her
colleagues who already have a Kleenk account as research fellows
and now can easily see their shared tags. She studies the visualisa-
tions and grows to see a few important articles which are in the center
of most tags, and starts reading them. Since she pays close attention
to her news feed, she can easily see in real time what connections her
colleagues are creating, and they all obtain quick feedback from their
advisor, via comments and ratings.

Since she will be writing a survey article as well, she started creat-
ing a tag specifically for the bibliography of the article. First, the tag
is private, since it is a work in progress and she doesn’t want to share
it with anyone. As the text of the article and the bibliography mature,
she changes the visibility of the tag from private to shared, so that her
research fellows can express their opinion on the connections she is
making. After receiving the final approval for publication, she makes
the tag public and includes the visualisation of the bibliography in a
presentation for her department.

8 Conclusions and Future Works
This article discusses the current context of the Web of Data, ana-
lyzes a few of its current limitations and focuses on the need to en-
gage regular users in the creation of semantic links. We propose a
new approach inspired by the success of Web 2.0 techniques such as
wikis, blogs and social networks.

The main contribution of this paper is the concept of kleenk which
is a collaborative link that contains unstructured data in addition to
the classical RDF predicate. We discuss the importance of allowing
users to add unstructured data to the Web of Data and how this ap-
proach could lead to the creation of links which would otherwise be
impossible to automatically parse from existing datasets.

We also identify the main challenges of a platform allowing users
to create kleenks: access to entities, collaborative ontology creation,
visualization of kleenks and privacy. These challenges have to be
properly addressed for a system to succeed in applying kleenks.
We finish by introducing a free online platform, www.kleenk.com,
which applies successfully the concept of kleenk in the scientific re-
search domain and discuss how the identified challenges have been
addressed.

Future works include:

• testing kleenks in other domains in order to see what would be the
specific problems in adopting them for those domains

• building a common kleenk schema in order to describe kleenks
• defining scientometric metrics which are kleenk-related instead of

the old citation-related approachess
• populating the kleenk.com database automatically with kleenks

for citations in order to bootstrap the community use
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Future Internet 
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Abstract.1  In the 21st century, with the advent of ultra high-speed 
broadband networks (1Gb per second), the Internet will offer new 
opportunities for innovators to design qualitative services and 
applications. Indeed, the challenge of such e-services is not only on 
the technological aspects of Internet with new infrastructures and 
architectures to conceive. The reality is also on its human and 
multimedia content delivery, with innovative philosophies of 
communication to apply in this digital and virtual age. In the 
context of Teaching and Learning as a human-centered design 
approach, we propose a new paradigm for thinking the Web, called 
the Web of Signs, rather than the Web of things. It focuses on the 
process of making knowledge by sharing signs and significations 
(Semiotic Web), more than on knowledge transmission with 
intelligent object representations (Semantic Web). Sign 
management is the shift of paradigm for education with ICT (e-
Education) that we have investigated in such domains as enhancing 
natural and cultural heritage. In this paper, we will present this 
concept and illustrate it with two examples issued from La Reunion 
Island projects in instrumental e-Learning (@-MUSE) and 
biodiversity informatics (IKBS). This Sign management method 
was experimented in the frame of our Living Lab in Teaching and 
Learning at University of Reunion Island. 

1 INTRODUCTION 
The Future of Internet is not only a matter of technological, 
economical, or societal awareness; it is also grounded in individual, 
environmental and cultural values. Psychological, ethical, 
biological and emotional properties are indeed drivers of the Future 
Internet in a perspective of sustainable development of services 
with people. Although the Internet is the interconnection of 
networks of computers, it delivers interactive human-machine 
services such as the Web or Email [1]. The Web is an information 
service available on Internet with access to personalized 
documents, images and other resources interrelated together by 
hyperlinks and referenced with Uniform Resource Identifiers 
(URIs). Email is also a communication service available on the 
Internet. Nevertheless, Information and Communication 
Technologies (ICT) are not only oriented on technologies, but also 
convey human contents (data, information, and knowledge) that are 
communicated between end-users. At this upper level, co-
designing e-services are means to connect producers and 
consumers of multimedia contents, in order that infrastructures of 
Future Internet meet user needs [2]. These principles have been 
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adopted since 2006 by the European Network of Living Labs and 
are developed in the frame of corresponding literature [3]. 

Our idea is that in the Future Internet, we must not only pay 
attention to the quantity of information that is exchanged at higher 
speed between internauts (which is a techno-centric and economic 
perspective), but also to the quality of information communicated 
between people for them to be educated and aware of the richness 
and fragility of their environment. In the first case, users become 
stunned prosumers (producers and consumers of information), and 
in the second case they are simply responsible citizens (sensitive 
and educated people) in a closed world that must be preserved for 
the next generations. 

In order to deliver such a holistic e-service in education, we 
introduce our methodology of Sign management in the first part of 
this paper. Then we explain how we organize the different types of 
Web that are part of the Semiotic Web, what makes its sense, and 
how to pass from Knowledge transmission to Sign sharing. This is 
illustrated with two examples taken from ICT projects for music 
education and biodiversity management. The conclusion 
emphasizes the need for repositioning human concerns at the center 
of technologies, and why we should favor the development of 
Living Labs philosophies. 

2 SIGN MANAGEMENT 
The reality of Future Internet is that it supports both technological 
and content services over the physical network. But in the 21st 
century, the technology must be at the service of human content 
and not the contrary. Indeed with Web 2.0, we have entered an era 
where usage is the rule for making e-services. Personalization of 
product/services accessible throughout the Internet is becoming 
more and more important as innovation is opening [4] and 
democratizing [5]. But we will have also to manage the quality of 
information that is exchanged between people in order that 
knowledgeable persons can express their know-how and be 
acknowledged [6] for it. In the context of climate change, 
biodiversity loss, pollution and globalization, it is urgent that the 
Future of Internet enhances scientific voices at human level. 

But this endeavor cannot be led only by managing knowledge of 
specialists with the technology of Semantic Web, so-called Web 
3.0 [7]. Knowledge management is not enough for the Future 
Internet. Firstly, knowledge cannot be managed because it resides 
between the ears of somebody (tacit knowledge). Only information 
that is transmitted between persons can be managed. Secondly, 
Knowledge can be found in books written by specialists (explicit 
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knowledge), but this is dead knowledge that cannot be updated. 
Knowledge is the result of a long experience of some experts that 
have experimented a lot of cases in the fields, and formed their 
know-how by compiling them in their mind. This know-how is 
living knowledge and it can be managed with multimedia contents 
(see below for music learning). Thirdly, the response of ICT to 
tackle knowledge management is to propose Semantic Web as a 
solution. Indeed, this is necessary in the context of representing 
objects of knowledge in computers with formats coming from 
description logics (RDF, OWL), but it is not sufficient as far as this 
technology cannot capture the signification of these objects for 
different individuals, i.e. Subjects. 

In the context of enhancing Knowledge with ICT, we propose 
Sign Management as a shift of paradigm for the Future Internet. It 
emphasizes the engineering and use of data, information and 
knowledge from the viewpoint of a Subject. This concept is 
derived from the pragmatic Peirce’s theory of semiotics with a 
Sign’s correspondence of the Subject to its Object. From this 
philosophical viewpoint, a Sign, or representamen, is something 
that stands to somebody for something in some respect or capacity 
[8]. From our computer science analysis, Data (Object) is the 
content of the Sign (something), Information, a multi-layered 
concept with Latin roots (‘informatio’ = to give a form) is its form, 
and Knowledge is its sense or meaning, i.e. no-thing. The notion of 
Sign is then more central than knowledge for our purpose of 
designing e-services. 

In Figure 1, we define a Sign as the interpretation of an Object 
by a Subject at a given time and place, which takes into account its 
content (Data, facts, events), its form (Information), and its sense 
or meaning (Knowledge). 

 

 
Figure 1.  The tetrahedron of the Sign 

 
Then, we introduce Sign-ification, the continuous process of using 
Signs in human thinking for acquiring Objects interpreted by 
Subjects. This signification process or Semiosis takes the different 
components of the Sign in a certain order to make a decision: first 
comes the Subject or Interpreter who is receptive to his milieu or 
“Umwelt” [9], and who cares about Information to act in a certain 
direction (volition), then occurs the searched Data (Object) to 
position himself in space and time (action), then Knowledge is 
activated in his memory to compare the actual situation with his 
past experiences and make an hypothesis for taking a decision 
(cognition). The Signification or the building of the sign 

communicates the process iteratively in a reflexive way (memorize 
new knowledge) or communicates the result (interpretation) as 
information to his environment (exteriorization), see Figure 2. 

Semiosis is similar to the working principle of inference engine 
that was modeled in expert systems: the evaluation-execution cycle 
[10]. The difference is that Signification integrates the Subject in 
the process, and this integration is therefore more meaningful to 
humans than to machines. The Subject operates on Signs in two 
phases: reflection and action. These phases are linked in a reflexive 
cycle with a semiotic spiral shape including six moments: 1) to 
desire, 2) to do, 3) to know, 4) to interpret, 5) to know-how for 
oneself, 6) to communicate to others (Figure 2). The semiosis 
spiral is included in the tetrahedron of the Sign. 

 
Figure 2.  The signification process for Sign management 

 
Consequently, Signification is the key psychological process that 
makes sense for practising usage based research and development 
with people by communicating data, information and knowledge. 
Signification is the kernel of Semiotic Web although 
Representation is at the root of Semantic Web. Both are necessary 
to co-design e-services in the Future Internet, but from our 
experience, don’t miss Sign management and Semiotic Web if you 
want to co-design e-services with end-users! 

3 SEMIOTIC WEB 
Making sense or signifying is a biological characteristic that cannot 
be eluded in the Future Internet. We are acting now on a limited 
planet and the objective is to render services to human beings and 
become responsible rather than serve oneself and consume even 
more energy and matter with the help of computers. 

When an organism or an individual seeks for something, his 
attitude is to pay attention to events of his environment that go in 
the sense (direction) of what he searches. The primary intention of 
a microorganism such as bacteria is “good sense”: it wants to 
capture information from the milieu to develop itself and stay alive 
[11]. Human development follows the same schema of self-
organized living systems at more complex levels than these 
physiological and safety needs. They are those that have been 
defined in the hierarchy of fundamental individual needs: love, 
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belonging, esteem, self actualization [12]. As a consequence, we 
hold that before being able to make “true sense”, i.e. adopt a 
scientific rationale, the objective of individuals is to respond to 
psychological needs (desire, pleasure, identity, etc.). This theory of 
human motivation is a natural and cultural hypothesis, which is 
corroborated by Umwelt [9], Activity [13] and Semiotic [8] 
pragmatic theories. These life and logical sciences are components 
of the Biosemiotics interdisciplinary research [14], which was 
introduced before the advent of Internet as the “Semiotic Web” 
[15]. 

Semantic Web is the dyadic combination of form and sense of 
the linguistic Sign [16], taken as a signifier (form) and signified 
(sense). It is rational. Semiotic Web is more generic and living. It 
complements the Semantic Web (form and sense) with the 
referents (content) that are observed data (interpretations) geo-
referenced in a 3D information world (Immersive Web) as Web 
Services by subjects pertaining to communities of practice (Social 
Web 2.0). This makes our Sign management ecosystem a 
tetrahedron model (Figure 3) that is more involved in concrete life 
with end-users on a specific territory such as Reunion Island. 

 

 
Figure 3.  The Situated Service, Social, Semantic and Immersive Web 

 
The Web of Signs combines: 

 
1. The Web of Data and Objects, i.e. the flow of raw and digital 

contents produced by specialists (teachers) and transmitted by 
engineers in databases and knowledge bases in the frame of an 
Information System (one-way flow), but progressively 
becoming interoperable through Web services with other 
Information Systems, 

2. The Web of Subjects, i.e. a bidirectional communication 
platform between users (teachers and learners) using different 
e-services within a community of practice to exchange 
interpretations of data and objects, and negotiate their value, 

3. The Web of Information that is geo localized in attractive 
virtual worlds representing the real landscape (metaverses), and 
accessible at any time, anywhere, on any devices (mobiquity). 

4. The Web of Knowledge for machines to communicate logically 
on the basis of a formal, open and semantic representation of 
data and objects, 

 
At the University of Reunion Island, we have investigated each of 
these dimensions that are converging to form what we call the 

Semiotic Web. As the World is an Island and as Reunion Island is 
a small world, we designed our Living Lab as a small laboratory 
for Teaching and Learning Sciences and Arts by Playing [17]. 
Indeed, edutainment is one of the pillars of the Future Internet [18]. 
With game-based learning, we consider that we can play seriously 
to better know our environment and then better protect it. 

For biodiversity management for example, we co-designed an 
Immersive Biodiversity Information Service (IBIS) for helping 
biologists and amateurs to access to forest and coral reef species 
information. This Teaching and Learning tool intends to use 
different modules dedicated to certain functionalities at different 
levels of data, information and knowledge and let them 
communicate by using Web Services [19]. 

In the spirit of Web 2.0 technologies, we participate to the 
ViBRANT FP7 project [20] that uses the Scratchpads for data 
sharing. Using a content management system (Drupal), 
Scratchpads 2.0 enables bottom up, collaborative work between all 
types of naturalists, from researchers to amateurs. This Social Web 
tool supports communities of taxonomists to build, share, manage 
and publish their data in open access. 

For computer-aided taxonomy, we developed an Iterative 
Knowledge Base System platform called IKBS [21] with some 
taxonomists. It is based on a knowledge acquisition method and an 
observing guide for describing biological objects, i.e. the 
descriptive logics in life Sciences [22]. Our descriptive logics must 
not be confused with description logics (RDF, OWL) of the 
Semantic Web because they are the rules of thumb of experts for 
making descriptive models (ontologies) and describing cases. The 
objective of this Research tool in Biodiversity Informatics is to 
help biologists classify and identify a specimen correctly from an 
expert viewpoint by using onto-terminologies (ontologies + 
thesaurus). 

4 FROM KNOWLEDGE TRANSMISSION TO 
SIGN SHARING 

Knowledge is subjective in the paradigm of Sign management: it 
cannot be taken for granted without putting it into use, mediated 
and negotiated with other Subjects on a meeting place, which we 
called a Creativity Platform [23]. What can be managed is called 
descriptive or declarative knowledge: it is the communication of 
justified true beliefs propositions from one Subject made explicit. 
The formal interpretation process from observation to hypotheses, 
conjectures and rules is called signification of knowledge on the 
human communication side of the Sign. It is called representation 
or codification of knowledge on the machine information side of 
the Sign. Apart from being described, this interpretation process 
can be shown with artifacts to illustrate the description (“draw me a 
sheep”, says the little prince!). Sign management wants to enhance 
this aspect of multimedia illustration of interpretations to facilitate 
transmission and sharing of knowledge through the communication 
of the Subject (see the fourth communication part of the sign in 
Figure 1). 

In knowledge management, propositional knowledge is taken 
mostly in the sense of scientific knowledge, considered as 
objective in scientific books, and providing the know-that or know-
what. Ryle in [24] has shown that this is confusing. In the sense of 
subjective knowledge taken as “I know that or I know what”, there 
is the other sort of knowledge called know-how. It is “the 
knowledge of how to do things”, i.e. what the subjects can show 
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through their interpretations when they practice their activity (there 
is a difference between the recipe and the cooking of the recipe, 
isn’t it?). And some people do the activity better than others. They 
are called the experts. As such, know-how is closer to data (Praxis) 
and information (Techne) than to knowledge (Scientia). Finally, 
know-how and know-that or know-what are different categories of 
knowledge and should not be conflated [25]. Knowledge 
synthesizes what makes sense in the head of skilled persons for 
doing well the tasks of their activity. 

Starting from these differences of interpretations about the term 
of knowledge, and considering the domain of activity that we want 
to deal with, i.e. education with ICT, we prefer to focus on 
managing interpretations, and firstly the good ones from 
professors. Sign management manages live knowledge, i.e. 
subjective objects found in interpretations of real subjects on the 
scene (live performances) rather than objective entities found in 
publications (bookish knowledge). 

In this context of managing know-how rather than knowledge, 
we have set-up our Living Lab in Reunion Island on the thematic 
of Teaching and Learning by Playing [26]. The sharing of expertise 
with ICT is our added value in education for some specific 
domains such as managing biodiversity, performing art (music, 
dance, etc.), speaking a language, welcoming tourists, or cooking. 
These niches can be enhanced with ICT in a sustainable manner by 
following some innovative methods. For example, sign or know-
how management produces sign bases that are made of 
interpretations for knowing how-to-do things with multimedia 
content and not only knowing what are these things in textual 
Knowledge bases. 

Finally, a Sign is a semiotic and dynamic Object issued from a 
Subject and composed of four parts, Data, Information, Knowledge 
and Communication. Our Sign paradigm uses a fouradic 

representation (a regular tetrahedron, see Figures 1 and 2) instead 
of the triadic sign representation that lets the Subject outside of the 
Semiosis process. All these subjective components communicate 
together to build a chain of significations and representations that 
we want to capture.  

Sign management makes explicit the subjective view of doing 
arts and sciences. Our aim is to compare different interpretations of 
subjects about objects through transmitting and sharing them on a 
physical and virtual space dedicated to a special type of e-service, 
i.e. in instrumental e-learning or biodiversity informatics (see 
below). For the purpose of co-designing such a service with ICT, 
the Creativity Platform is the co-working, learning and 
communication space for researchers and developers, businesses 
and users, aimed at collectively defining the characteristics of e-
services in order to ensure the most direct correspondence between 
expectations and use [27]. 

5 SIGN SHARING IN MUSIC TEACHING 
AND LEARNING 

Sharing Signs is particularly relevant in artistic fields, where a 
perfect synchronization between gestures, senses and feelings is 
essential in order to produce original and beautiful works. 

In this frame, the @-MUSE project (@nnotation platform for 
MUSical Education) aims at constituting a Musical Sign Base 
(MSB) with the interactions coming from a community of 
musicians. This project benefits from the experience we 
accumulated in the field of instrumental e-Learning in Reunion 
Island, from various mock-ups to complete projects such as e-
Guitare [23]. Figure 4 sums up our research process in this domain, 
based on a Creativity Platform. 

Figure 4. Instrumental e-Learning services co-designed on a Creativity Platform 
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While the different versions of e-Guitare were more centered on 
the teacher performance, the FIGS (Flash Interactive Guitar 
Saloon) service was more axed on the dialog between learners and 
teachers through an online glosses system. What principally 
emerged from these projects was the need to facilitate the creation 
and sustainability of new content on the platform. Indeed, while 
those projects required the intervention of computer scientists and 
graphic designers in order to create high-quality resources, @-
MUSE aims at empowering musicians into creating and sharing 
their lessons by themselves, on the base of a common frame of 
reference: the musical score. 

To do so, we designed a MSB. It consists in a set of annotated 
performances (specimen, or instance) each related to a given 
musical work (species, or class). This base can be used to compare 
various performances from music experts or students, and also to 
dynamically build new music lessons from the available content. 
To do so, we define a Musical Sign (MS) [28], as an object 
including a content (a musical performance or demonstration), a 
form (a score representing the played piece) and a sense (the 
background experience of the performer, what he or she intends to 
show) from the viewpoint of a subject (the creator of the Sign). 
Figure 5 describes the composition of a MS that can be shared on 
the platform through a multimedia annotation. Indeed, the principle 
of @-MUSE is to illustrate abstract scores with indexed 
multimedia content on top of MusicXML format [33] in order to 
explicit concretely how to interpret them. Besides, as shown on 
Figure 5, multimedia annotations embed all three components of a 
Sign (data, information and sense). This procedure is inspired from 
a common practice in the music education field, which consists in 
adding annotations on sheet music in order to remember tips or 
advice that were validated during the instrumental practice [29]. 
Figure 6 presents an example of such practice on an advanced 
piece for the piano, where annotations indicate tips to overcome 
technical and expressive difficulties, and underline points to 
improve for the learner. Grounding the @-MUSE service on this 
practice insures a transparent and natural usage for musicians who 
already annotate their scores by hand, and additionally enables 
them to show what they mean using multimedia features. As such, 
@-MUSE empowers musicians into creating their own interactive 
scores, using for instance mobile tablets equipped with webcams 
(@-MUSE prototype [30]). Naturally, our platform usage on 
mobile devices is particularly relevant as music is rarely practiced 
in a classroom, in front of a computer, but rather in informal 
situations (in front of a music stand, at home or with friends). 
Moreover, recent tablets featuring advanced tactile and multimedia 
characteristics facilitate the navigation within the score and the 
creation of high quality content on the platform. 

Collaborative aspects are also essential in music learning, 
where one progresses by confronting his performances to others’. 
In this frame, managing Signs rather than Knowledge is 
particularly relevant, as there is no “absolute truth” in artistic 
fields: each interpretation can lead to technical discussions between 
musicians, and their negotiations should be illustrated with live 
performances to be shown, then understood. This is why we 
introduced the notion of Musical Message Board (MMB) in [28]. 
MMBs support discussions between musicians through a Glosses’ 
system, leading to the creation of a thread of MS indexed on some 
parts of the score (a note, a musical phrase, a measure, etc.). In 
addition to these indexed multimedia annotations, what 
distinguishes this MS thread from a discussion on the piece is that 
each of the created Signs is indexed in context and can then be 

reused in different situations, for instance, on another piece of 
music presenting similar features. To do so, the MSB should be 
able to grasp the basic sense of the created MS, in order to organize 
itself, and provide advanced Sign sharing functionalities to users.  

Collecting MS on different pieces of music enables also the 
illustration of significant descriptive logics in order to organize the 
MSB. Descriptive logics of the semiotic Web are more meaningful 
than description logics of the semantic Web because they bring 
human interpretations (psychological annotations) on top of 
symbolic representations (formal notations). Indeed, in musical 
education, understanding the structure of a work is an important 
key to play it correctly. Musicology provides a guide for the 
musician to explore the piece in the finest details and to better 
assimilate it. But this structure can be lively exemplified with MS 
created by @-MUSE in the signification process of understanding 
the context of resolution of the musical piece. 

Descriptive logics express the background knowledge of 
specialists who well understand the historical context of music 
playing. It often depends on the style or form of the considered 
piece, i.e. its classification. For instance, a fugue is based on a 
theme that is repeated all along the piece in different voices [30]. 
Underlining these themes within the score allows disposing of a 
framework to better analyze the corresponding performances and 
establish fruitful confrontations. Figure 7 gives an example of an 
ontology based on descriptive logics (generic musical analysis). 

This decomposition corresponds to the traditional way music 
teachers introduce a new piece to students [31]. After a short 
overview of the piece context (composer, style, mood), its 
characteristics patterns and difficult parts are identified and 
commented. This process can be recreated within the @-MUSE 
platform thanks to the characterization of descriptive logics 
adapted to each musical style. From the human-machine interaction 
point of view, it consists in proposing an “annotation guide” for 
each new piece, in order to obtain a complete interactive score at 
the end of the process. This method intends to guide users into the 
semiosis process described in Figure 2, by providing them a 
framework to communicate their own view of the considered piece 
and its characteristic features. In order to model these descriptive 
logics more formally, we proposed in [31] a Musical Performance 
Ontology based on the Music Ontology [32]. This ontology enables 
the automatic manipulation of concepts related to the piece 
structure, but also to gestural and expressive work. Tagging MS 
with these concepts and relations allows @-MUSE to automatically 
generate appropriate annotations on new pieces. Indeed, while 
machines can hardly deal with expressive and emotional 
information, they can provide basic information on specific 
patterns or unknown symbols, given a style or composer context. 
To do so, we designed a Score Analyzer [34] to automatically 
extract difficult parts within a given score, and to generate basic 
annotations. This prototype is based on the extraction of 
characteristic features of a score: chords, hands displacements, 
fingering, tempo, harmonies, rhythms and length. Work is in 
progress to measure the relevance of these estimations in 
comparison to human appreciations. As such, @-MUSE proposes 
an innovative service to share Musical Signs on a collaborative 
Web platform. The usage of multimedia and validated standards 
such as MusicXML empowers users into illustrating specific parts 
of a musical work in a collaborative and reusable way. Perspectives 
of this research include further testing with musician collaborators 
from music schools, as well as work on decision support for 
automatic score annotation. 
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Figure 5. The musical sign tetrahedron illustrated with a multimedia annotation on @-MUSE 

Figure 6. Annotated score example (extract from “Jeux d’Eau” by Maurice Ravel 

 

Figure 7. The musical descriptive model supporting descriptive logics of the Semiotic Web
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6 SIGN SHARING IN BIODIVERSITY 
INFORMATICS 

Sharing Signs is also relevant in biodiversity management 
with ICT, in this specific domain called Biodiversity 
Informatics that applies computerized acquisition and 
processing methods to natural data, information and 
knowledge, in order to define, describe, classify and 
identify biological objects. More precisely, we focus on the 
scientific discipline called Systematics that deals with 
listing, describing, naming, classifying and identifying 
living organisms. Our natural objects are living specimens 
in the fields and in museum collections. Experts in 
Systematics at university or in museums have studied them 
intimately for years and are able to recognize their names 
that give access to more information in monographs. 

In this frame, the IKBS project (Iterative Knowledge 
Base System) aims at constituting a Sign Base (SB) rather 
than a Knowledge Base (KB) with the interactions coming 
from a community of biologists and amateurs that want to 
share their interpretations of observations. This project will 
benefit from the long experience we accumulated in the 
field of Mascarene Corals [35] and Plants identification 
[36]. Figure 8 sums up our Knowledge transmission process 
in this domain, based on a Creativity Platform. 

It applies the experimental and inductive approach in 
biology, conjecture and test [37], with a natural process of 
knowledge management that is well suited to teaching from 
real examples: 
 

1. Acquire 
 Define a 
descriptive model 
 Build a 
multimedia 
questionnaire 
 Describe 
classified cases 
(already 
identified) 

2. Process 
 Classify cases 
by classification 
methods 
 Discriminate 
them by decision 
trees 
 Identify them 
with case-based 
reasoning (nearest 
neighbors) 

3. Validate 
 Refine cases 
and initial 
descriptive model 
 Update the old 
cases with new 
observations 
 Discover new 
knowledge (new 
classifications) 

4. Iterate 

Figure 8.   Knowledge management cycle with IKBS 

Indeed, IKBS has developped an original approach 
based on collection specimens’ descriptions for helping 
specialists to discover new knowledge and classifications: 

 
1. Acquisition of a descriptive model and descriptions, 
2. Processing of this knowledge and case base for 

classification and identification purposes, 
3. Experimentation, validation and refinement of cases 

and descriptive models, and 
4. Iteration. 

For identification purpose, the expert controls the 
transmission process, which is detailed in figure 9 for 
corals: 

• The actual node of the decision tree or identification 
key is shown (e.g. inter-corallite’s line),  

• The referred question for this descriptive component 
and the illustrations of its possible values at this node 
are directly accessible (e.g. present or absent),  

• One can leaf through the list of indexed cases at this 
node (e.g. cases of Pocillopora and Stylophora), in 
order to see the different values of the components and 
specimens,  

• The pictures for the remaining objects at the current 
node are shown. The identification key may be useful 
to learn species' characteristics and improve one's 
ability to observe specimens in their natural 
surroundings or in a museum collection. 

 
But the Learning problem from the end-user viewpoint is to 
know how to observe these objects in order to identify 
correctly the name of the species. This task is complex and 
needs help from the specialists who know by experience 
where to observe correctly the “right characters”. By taking 
care of this knowledge transmission bottleneck, we enter 
the domain of Sign management for getting more robust 
results with end-users. 

Our idea of Sign management is to involve end-users 
with researchers and entrepreneurs for making them 
participate to the design of the product/service that they 
want. 

The problem that we have to face with when making 
knowledge bases is that their usefulness depends on the 
right interpretation of questions that are proposed by the 
system to obtain a good result. 

Hence, in order to get correct identifications, it is 
necessary to acquire qualitative descriptions. But these 
descriptions rely themselves on the observation guide that is 
proposed by the descriptive model. Moreover, the definition 
of this ontology is dependent upon easy visualization of 
descriptive logics. At last, the objects that are part of the 
descriptive model must be explained in a thesaurus for them 
to be correctly interpreted by targeted end-users. Behind 
each Object, there is a Subject that models this Object and 
gives it an interpretation. In life sciences, these objects can 
be shown to other interpreters and this communication 
between Subjects is compulsory for sharing interpretations, 
and not only transmitting knowledge. 

The challenge of Sign management for Science 
observation such as Systematics is to involve all types of 
end-users in the co-design of Sign bases for them to be 
really used (e-service). It is why we, as biologists and 
computer scientist (biomaticians), emphasize the 
instantiation of a Living Lab in Teaching and Learning at 
University of Reunion Island for sharing interpretations of 
objects and specimens on the table rather than concepts and 
taxa in the head of subjects (figure 10) : draw me a sheep, 
said the little prince ! 
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Figure 9. The identification process for corals 

 

Figure 10. The Sign management process for coral objects’ interpretation

! Corresponding descriptive object and illustrationCurrent node of the decision tree  "

Remaining descriptions at the current node # $ Corresponding specimens for comparison
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7 DISCUSSION 
As shown in music and biodiversity Teaching and Learning, if we 
want to innovate with people, we should use the concept of Sign 
management rather than Knowledge management, because the 
paradigm shift is to pass from knowledge transmission to sign 
sharing by managing know-how. 

Since several years in computer-aided systematics, we proposed 
a knowledge management methodology based on a top-down 
transmission of experts’ knowledge, i.e. acquisition of a descriptive 
model and structured cases and then processing of these 
specimens’ descriptions with decision trees and case-based 
reasoning. We designed a tool called IKBS for Iterative 
Knowledge Base System to build knowledge bases. But the fact is 
that Knowledge is transmitted with text, not shared with 
multimedia, and there is a gap between interpretations of 
specialists and end-users that prevents these lasts from getting the 
right identification. 

More recently in instrumental e-Learning, we focused on the 
need to show gestural know-how with interactive multimedia 
contents to play correctly a piece of music, by annotating electronic 
scores with @-MUSE. This pedagogical approach is based on a 
gloss system on the Web that can be indexed in codified musical 
notation. 

Today, we prefer to deliver a Sign management method for 
Teaching and Learning how to identify these collection pieces 
(specimens or scores) on a Co-Design or Creativity Platform. This 
bottom-up approach is more pragmatic and user-centered than the 
previous one because it implicates end-users at will and is open to 
questions and answers. The role of biological and musical experts 
is to show amateurs how to play, observe, interpret and describe 
these art and science works. The responsibility of semioticians (the 
new cogniticians) is to store and share experts’ interpretations of 
their observation and playing, i.e. know-how rather than 
knowledge in sign bases with multimedia annotations for helping 
them to define terms, model their domain, and allow end-users to 
interpret correctly the objects. 

As computer scientists and knowledge engineers, we want to 
design a new Iterative Sign Base System (ISBS) that will be the 
kernel of our Information Service for defining ontologies and 
terms, describing pieces work, classifying them with machine 
learning techniques, and identifying the name through a 
multimedia interactive questionnaire. The objective of such a tool 
is to become an instrument in users’ hands for monitoring 
biodiversity in the fields with the National Park of Reunion Island, 
and music at home with the Regional Music Conservatory. 

For achieving this, we stressed on the importance of reducing 
the gap between interpretations of teachers (specialists) and 
learners (amateurs) to get the right identification name and then 
access to information in databases, or to get the correct gesture that 
gives the right sound for playing music. This pedagogical effort 
must concretize itself on a Co-Design or Creativity Platform, 
which is the Living Lab meeting place for teachers, players and 
learners, and where these people can manipulate the objects under 
study, test the proposed e-services and be guided by experts’ 
advices. The teacher is a producer who communicates his skilled 
interpretation of an activity at different levels of perception: 
psychological motivation, training action, and reasoning feedback. 
The players are designers-developers editors that produce 
multimedia contents of the expert tasks to perform a good result 
and index them in a sign base. The learners are prosumers 

(producers and consumers) who experiment the sign bases on the 
physical or virtual Co-Design Platform and tell about their use of 
the tool to domain experts, ergonomists and anthropologists, in 
order to improve the content and the functionalities of the mock-
ups and prototypes. 

Behind each Object to observe, play and describe, there is a 
Subject who expresses himself and interprets an object by adding 
his proper signification. This is why we differentiate the Semantic 
Web, which is the business object approach (the Web of things) 
represented “objectively” with some description logics (formal 
syntax for ontologies and cases), and the Semiotic Web that is the 
usage object approach (the Web of Signs) signified by some 
descriptive logics of the domain (meaningful process of 
performance), and which are more subjective. The purpose of the 
Semiotic Web is to facilitate a consensus between community 
members, without forgetting that some interpreters are smarter than 
others in performing a Science or an Art. Their expertise will be 
visible if users show their interpretations of objects by multimedia 
artifacts (HD video, 3D simulation, annotated drawings or photos), 
and if other end-users can ask questions on their know-how and 
negotiate interpretations. It is why in the frame of natural and 
cultural heritage enhancement, we proposed to develop Teaching 
and Learning by Playing e-services with people in a Living Lab by 
using Sign management on a Co-design Platform at the University 
of Reunion Island [38]. 

8 CONCLUSION 
In the post-industrial age of our digital society, designing new 
services on the Web is crucial for regional territories in order that 
they become more attractive, competitive, and also more 
sustainable in the global economy. But up to now, innovation is 
mainly seen as a linear technological downstream process, centered 
on enterprises (clusters) and not viewed as an iterative usage 
upstream process, focused on individuals (Living Labs). 

The form of LL is attractive because it is an ecosystem based on 
democratizing innovation with people. User-centered design 
innovation means that some people, called lead-users, want to 
innovate for themselves. It has been shown that these persons make 
most of the design of new services, and only a few come from 
manufactures. 

The content of LL is competitive because the best solutions 
from lead-users are experimented in real time by making 
situational analyses in “usage laboratories”. Mock-ups and 
prototypes are tested and instrumented to get the best-customized-
personalized products and services. For example, the game design 
(user interaction) and interfaces of 3D multimedia video games 
benefit greatly from the analysis of feedbacks coming from end-
users in communities of practice. So, the success of the e-service 
does not depend only on the technical success: it has more to do 
with the quality of human-computer interaction provided with the 
technology. 

At last, the sense of LL should be more sustainable, i.e. to 
render a useful and free service before being profitable, i.e. not 
only based on a monetary basis but also on trust and reputation. 
This characteristic is fundamental in the meaning of open access 
innovation to serve a mission within the scope of products and 
services made by publicly funded universities. The ultimate value 
would be to create a form of digital companioning in order to 
reposition human sharing at the core of technology race. 
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Abstract.1 In the global race for competitive advantage Knowledge 
Management gains increasing importance for companies. 
Purposefully creating and exploiting knowledge demands advanced 
Information Technology. Since ontologies already constitute a 
basic ingredient of Knowledge Management, approaches for 
ontology learning form unstructured data have the potential to 
bring additional advantages for Knowledge Management. This 
work presents a study of state-of-the-art research of ontology 
learning approaches from unstructured data for Knowledge 
Management. Nine approaches for ontology learning from 
unstructured data are identified from a systematic review of 
literature. A six point comparison framework is developed. The 
comparison results are analyzed, synthesized, and discussed to 
inform future research on approaches for ontology learning from 
unstructured data for Knowledge Management.  

1 Introduction 

In the global race for competitive advantage the ultimate success of 

companies increasingly depends on effectively and efficiently 

exploiting knowledge. Knowledge Management (KM) aims at 

creating and exploiting knowledge in a purposeful, structured, and 

organized manner. Thereby, KM depends on non-technical aspects 

but increasingly on advanced Information Technology (IT). IT 

supports not only single aspects of KM but rather KM as a whole. 

From an IT perspective, ontologies play a significant role to 

support Knowledge Management [1][2].  

However, building ontologies (from scratch) is a non-trivial, 

complex, cumbersome, time-consuming, labor-intensive, and error-

prone task. It typically involves experts from the area of ontology 

engineering and experts from the particular domain of interest. 

However, such experts are scarce and it is hard to elicit the relevant 

knowledge of a human expert. In total, ontologies constitute an 

essential component of Knowledge Management but building, 

extending, and refining ontologies induces lots of efforts and costs 

for companies.  

To overcome these obstacles, ontology learning represents an 

approach to (semi-)automatically build, extend, and refine 

ontologies. Ontology learning bears the potential to leverage 

ontologies for KM without inducing excessive costs. As such, 

ontology learning appears to be somewhat like the ideal solution 

for ontologies for Knowledge Management. Unfortunately, huge 

amounts of knowledge relevant for companies lack a clear structure 

and organization [3]. This unstructured knowledge aggravates 

(semi-)automatically processing by machines and, thus, drastically 
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increases the number of errors as well as demands for human 

intervention. For instance, particularly, the strong adoption of the 

idea of Social Media on the World Wide Web (WWW) increased 

the number of unstructured data sources dramatically. Social Media 

in terms of Facebook, Twitter, Blogs, and further types of these 

applications contain plenty of unstructured data, which can be of 

major significance for companies, e.g., marketing, product 

development, consumer studies, customer relationships, 

advertising, recruiting, etc. As a consequence, it is and becomes 

more and more essential for companies to exploit unstructured data 

sources in order to improve their position in the competitive market 

environment.  

This paper reviews and analyzes existing approaches for 

ontology learning form unstructured data for Knowledge 

Management. The goal is to inform future research in the area of 

ontology learning from unstructured data for Knowledge 

Management. This work extends and refines [4][5] particularly 

with respect to unstructured data and Knowledge Management. 

The structure of the paper is as follows: Section 2 introduces 

basic concepts from the area of ontologies, and ontology learning. 

Section 3 presents the ontology learning approaches for 

unstructured data resulting from literature analysis. Section 4 

characterizes the comparison framework for analysis whereas 

Section 5 presents the analysis results and discusses them. Section 

6 draws a conclusion. 

2 Ontology and Ontology Learning for 
Knowledge Management 

2.1 Ontology  

Artificial Intelligence (AI) provides several definitions of the 

term ontology. The most prominent one stems from [6][7]. 

Accordingly, “ontology is an explicit specification of a 

conceptualization”. [8] extend this definition, requiring the 

specification to be formal and the conceptualization to be shared. 

Moreover, [9] defines an ontology as “a formal, explicit 

specification of a shared conceptualization of a domain of interest” 

where  

 conceptualization conforms to an abstract model of some 

(real-world) phenomenon by having determined its relevant 

concepts,  

 explicit depicts that the type of concepts and the constraints 

holding on their use are explicitly defined.  

 formal refers to the fact that the ontology should be machine-

readable (automatically processed by machines) and, thus, 
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interpretable by machines (e.g., which excludes natural 

language).  

 shared reflects the notion that an ontology captures consensual 

knowledge being not private to an individual person, but 

accepted by a group of individuals.  

To conclude, this work adopts the definition proposed by [9], 

because it is both comprehensive and concise.  

Ontologies for Knowledge Management bear the potential to 

provide support for [7][9][10][11][12]:  

 formally specifying knowledge about a specific domain of 

interest,  

 structuring and organizing this knowledge,  

 establishing a common terminology, i.e. interlingua,  

 semantic interoperability and data integration, and  

 sharing and reusing knowledge.  

Against this background, ontologies provide dedicated means for 

the purpose of Knowledge Management.  

2.2 Ontology Learning 

2.2.1 Characteristics 

Ontology learning is a relatively new and interesting research 

field in the area of AI and, particularly, in the intersection of 

information extraction and ontology engineering.  

Ontology learning aims at (semi-)automatically acquiring 

knowledge from knowledge sources to create, i.e. build, extend, 

and refine ontologies [13]. Thereto, ontology learning mainly relies 

on extracting information, patterns, and relations from various 

kinds of knowledge sources, e.g., unstructured data [14]. The main 

advantages of (semi-)automatically engineering ontologies are 

reduced costs, time efforts, and errors due to less human 

interaction. In addition, limiting human interaction in the ontology 

engineering process may result in more suitable ontologies with 

respect to specific applications, e.g., Knowledge Management [14].  

From a more technical point of view, ontology learning 

comprises two constituent components: (1) information extraction 

approaches and (2) learning approaches.  

First, ontology learning distinguishes between two distinct 

approaches for information extraction: (1) rule-based approaches 

and (2) heuristics pattern approaches [13]. Both approaches build 

on lexico-syntactic patterns. These patterns allow for dealing with 

situations, i.e. knowledge sources characterized by insufficient pre-

encoded knowledge and wide ranges of data (e.g., text) [15]. 

Lexico-syntactic patterns aim at finding recognizable structures 

within data (e.g., text) without depending on sets of fixed terms of 

expressions, which have to be determined in advance.  

Second, ontology learning relies on learning algorithms. 

Learning algorithms decide whether extracted information entities 

fit the respective ontology. In case of a positive assessment, the 

algorithm adds a new element in terms of classes, properties, or 

axioms to the ontology [5][16].  

Basically, ontology learning differentiates from other existing 

approaches by its multidisciplinary applicability and the potential 

to exploit vast and heterogeneous sources of data [17]. As such, 

ontology learning is both applicable to Knowledge Management 

and could improve it significantly. 

2.2.2 Classification 

Literature proposes several criteria to classify ontology learning 

approaches. Ontology learning approaches deal with an extraction 

of information from various types of knowledge sources ranging 

from structured data to unstructured data [5]. Accordingly, [18] use 

the type of knowledge sources to classify ontology learning 

approaches. The classification builds on free texts, dictionaries, 

semi-structured schemata, and relational schemata. Each of the 

knowledge sources requires distinct ontology learning approaches 

and techniques.  

In essence, this work adopts the classification proposed by [18] 

but in a slightly different variant. The classification of ontology 

learning approaches of this work basically relies on the following 

types of knowledge sources:  

 structured data are tightly coupled to specific rules of a 

conceptualization, e.g., relational databases and the relational 

schema. 

 semi-structured data incorporate some rules of 

conceptualization but also contain unstructured elements, e.g., 

HTML documents  

 unstructured data can be of any kind and do not follow any 

rules or structure. The main characteristic of unstructured data 

is the high availability throughout all domains but also the 

lowest accessibility for ontology learning. 

Considering these three types of knowledge sources, this work 

focuses on semi-automated and automated ontology learning 

approaches from unstructured data. 

3 Ontology Learning from Unstructured Data 

Ontology learning from unstructured data distinguishes between 

two different approaches: (1) statistical and (2) natural language 

processing (NLP). The literature review reveals four statistical 

ontology learning approaches and five ontology learning 

approaches based on NLP. An overview of both these ontology 

learning approaches is provided the following two subsections. It 

serves as an introduction to their analysis in Section 5. 

3.1 Statistical Approaches  

Since statistical ontology learning approaches in this subsection 

deal with unstructured data, they build on a common basic 

assumption. This basic assumption corresponds to the 

distributional hypothesis. The distributional hypothesis states that 

similar words often occur in similar contexts and it utilizes 

statistical patterns, which give hints for certain relations between 

words [19].  

The automatic ontology learning approach proposed by [20] 

deals with enriching the WordNet database by using unstructured 

data sources of the WWW. An enrichment of WordNet is supposed 

necessary because of shortcomings with respect to (1) semantic 

variant concepts of words, which are related by topics, are not 

interlinked (e.g., to paint and paint or sun cream and beach) and (2) 

the vast collection of word meanings without any clear distinction. 

In this context, the proposed ontology learning approach uses word 

lists. Word lists describe the sense of the words of interest. This is 

based on the idea that specific other words describe the context 

and, thus, express the meaning of the word of interest. Initially, the 

proposed approach queries (boolean search query) the WWW for 
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documents (datasets) containing the word of interest. The higher 

the number of the words of interest in the retrieved documents, the 

higher the statistical likelihood that the document correlates with 

the searched topic. To increase this likelihood, other descriptive 

words can be explicitly excluded from the search. Then, counting 

the appearance of single words in the documents and applying 

calculated distance metrics to hierarchically sort them results in 

topic signatures. These topic signatures are clustered and evaluated 

by means of a disambiguation algorithm. Thereby, clustering 

corresponds to a common technique to generate prototype-based, 

hierarchical ontologies. A defined semantic distance algorithm 

works as a measurement to agglomerate terms or clusters of terms. 

The largest or the least homogeneous cluster is split into smaller 

sub-groups by a divisive process to refine the ontology.  

[21] propose a semi-automatic approach for enriching existing 

ontologies. The proposed approach is illustrated with an example 

of a medical ontology. Similar to [20], [21] utilize a statistical 

approach to cluster words occurring in a certain context to each 

other and sets of predefined rules. These rules represent distance 

measurements, e.g., maximum word distance between two words 

in a document. Thereby, the rules should not be contradictory to 

already existing distance measures. The statistical similarity 

measurement relies on the Kullback-Leibler divergence [22], 

which was originally designed to test the probability distribution 

between statistical populations in terms of information. [21] use the 

Kullback-Leibler divergence to check the weighted probability of a 

given linguistic property w with respect to the fulfillment by a 

word x. This allows for assessing and minimizing the distance of 

the word of interest and the retrieved document in a way similar to 

an optimization problem. 

[23] also exploit web documents as a source to automatically 

create ontologies. This is because using the WWW for ontology 

creation might increase the probability that the ontology is up to 

date and more complete. Similar to [20] and [21], [23] create 

queries to search for specific words of interest and constraint 

search by criteria like the maximum number of returned results as 

well as using a filter for similar documents. Based on the initial 

results, a first analysis according to defined prerequisites is 

conducted in order to filter relevant documents. Then, utilizing 

statistical analysis aims at further filtering the most relevant 

documents from this subset. The next step is to filter the results 

from the previous step by using a new search word refining the 

original one. The last two steps mainly increase search depth. The 

resulting taxonomies support finding new relations between 

ontologies. 

[24] adopt Formal Concept Analysis (FCA) for ontology 

learning on a completely automated basis. The proposed ontology 

learning approach analysis documents by searching for sets of 

object attributes and, based on them, derives relationships and 

dependencies between the objects. The results conform to nouns 

associated with several verbs as trailed attributes. These attributes 

define the context of the noun. The formal abstraction of the 

inherited nouns provides additional benefits to an end-user as the 

verbs enrich the created ontology. The reason for this may be the 

more adequate description provided by a verb in contrast to a noun 

hyponym.  

3.2 NLP Approaches 

Before introducing ontology learning approaches using natural 

language processing techniques, it is important to note that there 

exists not a clear and commonly agreed distinction between 

statistical and NLP approaches for ontology learning. Despite 

ontology learning approaches use statistics and linguistics to 

exploit unstructured data sources, NLP approaches incorporate a 

more intuitive way of dealing with unstructured data sources by 

using pattern recognition [25]. In particular, NLP approaches 

provide additional benefits with respect to knowledge-intensive 

domains making several constraints and rules necessary during 

ontology learning. Such constraints and rules conform to lexical 

inventories, syntactic rules, or previous defined conceptual 

knowledge [26].  

[15] introduces the lexico-syntactic pattern extraction method to 

support the enrichment of existing patterns within the WordNet 

database by searching large text corpora as a mining resource for 

suitable semantic patterns. Crucial to this approach is that the 

English language has identifiable lexico-syntactic patterns, which 

indicate specific semantic relations as is-a relations. In comparison 

to other approaches, the text corpora have to fulfill only very little 

requirements for usage. In particular, this means that only one 

instance of a relation has to be available in the data source in order 

to decide whether the data source is suitable. [15] utilizes a 

deterministic system to provide one or several hypernyms for each 

unknown concept, which all have a certain probability to be correct 

from unstructured data. To increase the suitability of the derived 

concepts, the lexico-syntactic patterns have to fulfill some criteria. 

The lexico-syntactic patterns have to frequently occur in the text 

corpora, indicate the relation of interest, a possible recognition 

without any prior knowledge of the domain. Moreover, this 

approach allows for a combination with other techniques such as 

statistical algorithms for the purpose of refining the patterns found. 

[27] build on the approach proposed by [15] in order to 

introduce an ontology learning approach to semi-automatically 

build an ontology from text corpora retrieved from a corporate 

intranet. The proposed approach incorporates a learning method, 

which is based on a set of given core concepts similar to WordNet. 

This learning method further uses statistical and pattern-based 

approaches to refine the result. The resulting ontology is pruned 

and restricted. In comparison to prior approaches, this (non-

taxonomic) approach uses conceptual relations rather than 

manually encoded rules for the purpose of ontology creation. 

Moreover, this approach comprises a set of evaluation metrics to 

ensure a hegemonic ontology with respect to the target structure. 

However, these metrics are not conclusive enough to fully 

automate the ontology learning process.  

[28] propose an approach to speed up the ontology learning 

process by using WordNet and, particularly, by creating 

sublanguages, i.e., WordNets. A creation of these sublanguages 

results from an application of Acronym Extractors and Phrase 

Generators in order to analyze data sources for concept elements. 

For instance, concept elements are words, potential relations 

between words, and phrases. Potential relationships are analyzed 

again and proposed for being added to the ontology. Words and 

suitable relationships are clustered into groups and linked to the 

corresponding synsets in WordNet as SubWordNets. Finally, the 

last step focuses on maintenance of the retrieved concept elements 

and structures. 
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[29] introduce an automatic approach to extend a lexical 

semantic ontology. The proposed algorithm searches the existing 

ontology for similarity to a synset for information extraction. For 

this purpose, [29] define several signatures for the word of interest, 

which are evaluated with respect to their semantic similarity to 

existing words within the ontology. The signatures conform to: (1) 

topic signatures defining a list and frequency of co-occurring 

words, (2) subject signatures, which inherit a list of co-occurring 

verbs, (3) object signatures, which contain a list of verbs and 

prepositions, (4) and modifier signatures, which consist of 

adjectives and determiners Thereby, similar words should be 

assigned with similar signatures because they are represented in 

similar contexts. All the signatures are aggregated to an overall 

similarity value. For assessing the frequency, [29] use the method 

of [20] to achieve more accurate results. Thereby, the plain 

frequencies are changed into weights, which assess the support of a 

word in a specific context of a synset. 

More recent research in the area of NLP extends the area from 

which text corpora are derived from. In this context, [30] introduce 

an approach to extract information directly from Twitter messages. 

This approach refines the attempt to retrieve information from 

unstructured data to a new and even more demanding level. 

Besides the challenge of retrieving the correct semantic relation of 

the sources, the problems of misspellings, abbreviations and 

colloquial speech in the Tweets occurs. Therefore, a normalization 

of the text is necessary before the process of extending or refining 

the ontology can take place. Besides enriching an ontology, 

annotations from the Twitter messages are included in the retrieved 

semantic structures. These annotations refer to as contextual 

relations like opinions or. 

Table 1 presents the identified approaches for ontology learning 

from unstructured data (see Annex). 

4 Comparison Framework 

The comparison framework contains six criteria to analyze the 

identified ontology learning approaches from unstructured data. 

These six criteria stem from an analysis of literature of the area of 

ontology learning and are assessed relevant for reviewing ontology 

learning approaches with respect to Knowledge Management. In 

particular, the various criteria focus both on methodological 

aspects of the ontology learning approaches (Criteria 1-5) as well 

as on the resulting ontologies (Criterion 6).  

Criterion 1 (Goal) aims to detect and analyze the primary goal 

of ontology learning in terms of the specific problem and the 

concrete context of application. 

Criterion 2 (Methodology) aims to detect and analyze the 

methodological approach underpinning ontology learning from 

unstructured data. This criterion pays special attention to statistical 

and NLP approaches for ontology learning as they frequently occur 

in literature and can be assessed promising for Knowledge 

Management.  

Criterion 3 (Technique) aims to detect and analyze the 

technique for extracting information. This criterion specializes 

Criterion 2. For instance, it elaborates on the process of 

information extraction or learning.  

Criterion 4 (Degree of Automation) aims to detect the degree of 

automation the ontology learning is supposed to operate. The 

criterion degree of automation basically distinguishes between 

semi-automatic and (fully) automatic approaches for ontology 

learning. The degree of automation can be related to economical 

advantages, which gain importance in business contexts. 

Criterion 5 (Ontology Reuse) aims to detect whether the 

ontology learning approach reuses existing (formal) bodies of 

knowledge, e.g., WordNet. This is especially interesting for KM as 

it can be assumed that there already exist ontologies, which have to 

be extended or refined. This criterion also expresses the basic 

understanding of the ontology learning approach: building up 

ontologies from scratch or finding an existing framework as a 

starting point.  

Criterion 6 (Ontology Elements and Structure) aims to detect 

and analyze the ontology elements, which result from information 

extraction as subjects of learning. Ontology elements conform to 

nouns or characteristics such as relationships or taxonomies when 

applying more advance methods. Also, this criterion includes the 

conceptual structure acquired. This criterion stresses the 

importance of the achieved results of the ontology learning 

approach and is dependent on the results of Criterion 3 and as well 

of Criterion 5 whether structure and objects are pre-defined by 

reusing an existing ontology. This is of particular interest because 

it provides information what results Knowledge Management can 

expect and how results can be used for specific goals of 

Knowledge Management.  

Having introduced the criteria constituting the comparison 

framework for assessing the ontology learning approaches, it is 

important to note that these criteria are extrinsic in their nature and 

allow for an assessment from an objective point of view.  

Table 2 illustrates the comparison criteria for analyzing the 

identified ontology learning approaches with regard to Knowledge 

Management (see Annex). 

5 Results and Discussion 

This section synthesizes, summarizes, and discusses the major 

analysis results concerning ontology learning approaches from 

unstructured data for Knowledge Management. 

5.1 Statistical Approaches  

[20] focus on the problem of word ambiguity in order to enhance 

ontology learning. To enrich ontologies, [20] use Harris’ 

distributional hypothesis to measure the relevance of the retrieved 

knowledge elements. These knowledge elements conform to 

concepts and relationships. The proposed methodology can be 

performed automatically and exploits WordNet. However, the 

results appear to be biased since the resulting ontology remains 

completely without supervision.  

[21] use clustering techniques and measurements of similarity to 

retrieve nouns and relationships from retrieved knowledge sources. 

However, instead of using randomly assigned knowledge sources, 

[21] define several data sources, e.g., documents, which already 

deal with the topic and let the automatic algorithm operate on 

them. Consequently, the proposed approach can be recognized as a 

semi-automated approach, since suitable data sources are selected 

prior by hand. The proposed approach mainly reuses medical 

ontologies with respect to the reported applications.  

[23] introduce an approach that is characterized by the creation 

of new ontologies and the enrichment existing ontologies by 

including additional knowledge, e.g. from the WWW. In general, 

the authors use key words for the first step. The algorithm focuses 
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mainly on deriving classes and is supposed to operate 

automatically. 

[24] use FCA to create ontologies from scratch. This approach 

also is builds on Harris’ distributional hypothesis. The proposed 

approach allows for deriving concepts and taxonomies from the 

data sources. However, the data sources have to be manually 

selected according to the target topic. As such, the approach 

operates semi-automatically.  

5.2 NLP Approaches  

The approach proposed by [15] aims at enriching existing 

ontologies by exploiting knowledge sources not limited to specific 

aspects. [15] uses lexico-syntactic patterns, nouns, and hyponym-

hypernym relationships for retrieval and reuse WordNet. The 

approach is supposed to work in an automatic way.  

[27] incorporate an application-driven perspective by targeting 

at companies’ intranets as a data source for ontology learning. The 

approach is capable to retrieve is-a relationships and concepts from 

corporate intranets. Because of the nature of the intranets, this 

approach operates only semi-automatically. It reuses GermaNet 

and WordNet as ontologies.  

[28] build on WordNet, but also create sublanguage WordNets 

to enrich an upper ontology. The rationale is to discover and 

identify pre-defined web documents to create WordNets. This 

allows for deriving complete WordNets assuming that the domain 

expert has selected suitable data source. This approach is capable 

of updating single WordNets without the need of dealing with the 

entire ontology. Nevertheless, this approach needs intervention and 

can only be performed in a semi-automatic way. 

[29] aims at enriching existing ontologies of a domain of 

interest by exploiting pre-defined data source. The proposed 

approach works automatically without supervision as it generates 

information signatures based on a set of criteria. However, this 

approach requires large data sources to generate adequate 

signatures for a unique identification of the content elements.  

[30] also have the goal to enrich existing ontologies by 

exploiting Twitter. The derived ontologies can be enriched with 

annotations and contextual relationships depending on 

accompanying words or hash-tags in the Twitter feeds. This 

approach is supposed to operate completely automatic.  

5.3 Discussion 

The two different approaches – statistical and NLP – primarily 

aim at enriching existing ontologies. This means that the respective 

approach demands for a basic structure to operate on and the 

approach qualitatively improves the underlying ontology. 

Exceptions of this are the approaches of [23][24], which both focus 

on statistical approaches. This circumstance may be due to higher 

likelihood of errors if ontologies are built from scratch since no 

clear guideline is provided and there exist no possible comparisons 

to similar structures. Nevertheless, approach of [28] appears to be 

ambiguous because [28] create discrete ontologies with the 

sublanguages WordNets but these synsets have to be connected to 

an upper ontology. 

Multiple early approaches construct is-a relationships between 

nouns. This results rather in taxonomies than ontologies. Other 

types of relationships such as part-of relationships seem to be 

neglected. In contrast, the approaches proposed by [30] enrich the 

retrieved relationships with additional attributes derived from the 

data sources. Thereby, [30] additionally uses annotations by means 

of an extrapolation of contextual relationships. Considering the 

different methodologies with respect to a temporal dimension, it 

appears that the approaches evolved from simple relationship 

identification to more advanced concept recognition of the 

underlying data sources. 

Not all authors publish excessive information about the 

performance of their methodologies but rather deliver the 

application of the proposed methodology as a proof of concept. 

Hence, an evaluation of the methodologies of [23], [15], [28], and 

[30] is not possible. Nevertheless, the remaining authors provide 

some more detailed information about their results. [20] assess 

their algorithm with respect to different levels of granularity. They 

provide information about how the algorithm performs on word 

disambiguation with the generated topic signatures. The results 

show that the algorithm performs best with respect to a coarse 

granularity. In contrast, with a keen granularity, the performance 

declines very steep. [21] report on similar results. Whereas the 

enrichment of some concepts performs well, i.e. propositions are 

added to concepts; other concepts are not enriched at all. This 

might be due to the greater potential of distributional meaning of 

some concepts, e.g., medical doctor is too general to achieve 

suitable results. [24] provide excessive statistical performance 

measurements of their clustering approach. Thereby, the results 

show that their approach achieves a slightly better (approx. 1%) 

performance with respect to retrieved concepts and precision than 

comparable approaches on two different domains. Another further 

advantage of this approach is that the concepts provide some 

additional description, which supports users to understand the 

retrieved ontology. [27] use a pattern-based approach to achieve a 

basic ontological structure and reached 76.29 % of correctly 

discovered relationships. Additionally, almost 50% of all 

dictionary entries are correctly imported into the ontology. [29] 

compare different methodologies of signature creation. The results 

show that only a combination of different signature methodologies 

for signature creation generates acceptable results in terms of 

accuracy.  

It can be concluded that only some of the approaches provide 

(fully) automated and unsupervised ontology learning. The 

approaches generate basic concepts and provide relationships 

between derived concepts, but there is still manual intervention 

needed to complete the ontologies. Manual interventions occur in 

terms of a selection of the data source or the manual assessment of 

the retrieved relationships by a domain expert. This aggravates a 

usage on a larger scale because it is time and resource consuming. 

Only an automated and integrated step performing quality control 

allows the approaches to be used in an up-scaling context such as 

Knowledge Management.  

Table 3 provides an overview of the results of the review of 

ontology learning approaches from unstructured data for 

Knowledge Management (see Annex). 

6 Conclusion 

To inform future research in the area of ontology learning from 

unstructured data for knowledge management, this work analyses 

and reviews existing ontology learning approaches either based on 

statistics or natural language processing. On the basis of a literature 

review, we identified and characterized four statistical approaches 
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for ontology learning and five natural language processing 

approaches for ontology learning. To analyze these ontology 

learning approaches, six criteria originating from literature 

constitute the comparison framework. The results provide an 

overview of state-of-the-art research in the area of ontology 

learning from unstructured data, raise issues, and point to potential 

future aspects of research. The general conclusion is that 

approaches for ontology learning from unstructured data have a 

significant potential to improve Knowledge Management. 

However, we are still far away from realising this potential. This 

work is a rigorous and systematic attempt to identify, analyze, and 

synthesize the research in the area of approaches for ontology 

learning from unstructured data in the area of Knowledge 

Management.  

Future work focuses on extending the comparison framework 

by adding further criteria dealing with aspects of both ontology 

learning and Knowledge Management. The goal is to elaborate in a 

more precise and fined-grained way on the potentials of ontology 

learning from unstructured data for Knowledge Management. 
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Annex  

Ontology Learning 

Approach 

Description 

Agirre et. al (2000) ‘Enriching very large ontologies using the 

WWW’;  

Statistical ontology learning approach; [20]  

Faatz and Steinmetz 

(2002) 

’Ontology Enrichment with Texts from the 

WWW’, 

Statistical ontology learning approach; [21]  

Sanchez and Moreno 

(2004) 

‘Creating Ontologies form Web 

Documents’; 

Statistical ontology learning approach; [23] 

Cimiano, Hotho and 

Staab (2005) 

‘Learning Concept Hierarchies from Text 

Corpora using Formal Concept Analysis’; 

Statistical ontology learning approach; [24] 

Hearst (1992) ‘Automatic Acquisition of Hyponyms from 

Large Text Corpora’; 

NLP approach; [15] 

Kietz, Volz and Mädche 

(2000) 

‘A method for semi-automatic ontology 

acquisition from a corporate intranet’; 

NLP approach; [27] 

Gupta et al. (2002) ‘An Architecture for Engineering 

Sublanguages WordNets’; 

NLP approach; [28] 

Alfonseca and 

Manandhar (2002) 

‘Extending a Lexical Ontology by a 

Combination of Distributional Semantics 

Signatures’; 

NLP approach; [29] 

Narr, DeLuca, Albayrak 

(2011) 

‘Extracting semantic annotations from 

Twitter’; 

NLP approach; [30] 

Table 1: Overview of Ontology Learning Approaches 

 

 

Criterion Description 

Criterion 1: Goal Detection and analysis of the specific 

problem which the ontology learning 

approach is dealing with. 

Criterion 2: 

Methodology 

Detection and analysis of the underlying 

methodological approach within statistical 

or NLP approaches for ontology learning. 

Criterion 3: Technique Detection and analysis of the technical 

approach of the ontology learning 

methodology. This criterion is a 

specification of criterion 2 and provides 

more technical information. 

Criterion 4: Degree of 

Automation 

Detection of the grade of automation with 

which the respective ontology learning 

approach is able to perform in a (partly) 

unsupervised way.  

Criterion 5: Ontology 

Reuse 

Detection whether the ontology learning 

approach uses already existing ontologies 

or other bodies of knowledge.  

Criterion 6: Ontology Detection and analysis of the derived 

ontology elements and possible conceptual 

structures. 

Table 2: Overview of Comparison Criteria 

 Methodology; 

Goal 

Technique;  

Derived Ontology  

Grade of 

Automation; 

Ontology Reuse 

[20] overcoming word 

ambiguity; 
establish 

relationships 

between words  

Harris‘ distributional 

hypothesis as basic 
methodology, topic 

signatures to 

measure relevance of 
retrieved data, 

clustering by 

statistical measures,  
ontology is enriched 

with concepts and 

relationships 

automatic, but 

with biased 
results 

(unsupervised); 

reuse of 
WordNet 

[21] enriching 
existing ontology 

predefined text 
resources as starting 

point, clustering and 

statistical 
information, 

similarity measures; 

nouns and 
relationships 

semi-automatic, 
domain experts 

select data 

sources; use of 
medical 

ontologies 

[23] creating new 

ontology for a 
specific domain; 

enriching 

ontology  

Extracting 

information by key 
words; Classes  

automatic; none 

[24] creating 

ontologies 

Formal Concept 

Analysis, based on 

Harris‘ distributional 
hypothesis; concepts 

and taxonomies 

semi-automatic, 

domain experts 

select the data 
sources; none 

[15] enriching 

existing 
ontologies  

retrieving lexico-

syntactic patterns; 
nouns, hyponym-

hypernym 

relationships 

automatic; reuse 

of WordNet 

[27] creating an 

ontology-

centered 
application on 

the basis  

an existing 
ontology 

combines statistical 

and pattern-based 

techniques; is-a 
relationships, 

concepts 

semi-automatic; 

reuse of 

GermaNet, 
WordNet 

[28] creating 

sublanguage 

WordNets to 
enrich an 

upper ontology 

Retrieval of 

sublanguage 

WordNets, adding 
synsets, updating 

mechanism; 

WordNets 

semi-automatic, 

domain experts 

select data 
sources; reuse of 

WordNet 

[29] enriching 

ontology with 

domain specific 
information 

unsupervised 

methodology derives 

concepts from 
domain specific data 

sources, integration 

in existing lexical 
ontologies; concepts 

automatic; reuse 

of WordNet 

[30] enriching 

existing 
ontologies 

ontologies are 

derived from the 
social media service 

Twitter; annotations, 

contextual 
relationships. 

automatic; not 

explicitly 
reported 

Table 3: Results of Comparing Ontology Learning Approaches 

62



Description Logic Reasoning in an Ontology-Based
System for Citizen Safety in Urban Environment

Weronika T. Adrian, Jarosław Waliszko, Antoni Ligęza, Grzegorz J. Nalepa, Krzysztof Kaczor1

Abstract. Semantic annotations and formally grounded ontologies
are flexible yet powerful methods of knowledge representation. Us-
ing them in a system allows to perform automated reasoning and can
enhance the knowledge management. In the paper, we present a sys-
tem for collaborative knowledge management, in which an ontology
and ontological reasoning is used. The main objective of the appli-
cation is to provide information for citizens about threats in an urban
environment. The system integrates a database and an ontology for
storing and inferring desired information. While a terminology of the
traffic danger domain is described by the ontology, the location de-
tails of traffic conditions are stored in the database. During run-time,
the ontology is populated with instances stored in the database and
used by a Description Logic reasoner to infer required facts.

1 Introduction
One of the important research fields of Artificial Intelligence (AI) is
the area of Knowledge Representation and Reasoning (KR&R) [3].
The Semantic Web [2] initiative is sometimes perceived as the new
incarnation of AI, tackling some of its problems and challenges. Al-
though this worldwide project is not aimed at constructing intelli-
gent machines, it has resulted in development of several effective
KR&R methods. Representation of knowledge is done on a few lev-
els of abstraction. For concrete objects, attributes and relations to
other objects (resources) are defined by use of semantic annotations
organized into semantic vocabularies for various domains. Classifi-
cation of objects and classes definition using their interdependencies
is done with use of ontologies [4] of different expressiveness and for-
mality level. Stating logical axioms about classes enable automated
reasoning and inferring conclusions about concrete objects. In the
end, semantic applications can make use of this multilevel knowl-
edge representation and exhibit semi-intelligent behavior.

Web-based information systems have been widely used to facil-
itate communication and distribution of information in a rapid and
efficient way. Whether through official news portals or social sys-
tems like Facebook or Twitter, people inform each other about the
events or dangers. Using GIS systems [11] that allow to store, repre-
sent and search geographic information, users can add location meta-
data to the information they provide or get useful data based on their
localization (e.g. by the use of a GPS). Projects such as Wikipedia
has demonstrated that people are willing to cooperate if they find
it worthwhile and the system is easy to use. Collaborative knowl-
edge engineering and management can be enhanced by employing
intelligent techniques, for example by using underlying knowledge
representation. However, a system interface must remain simple.

1 AGH University of Science and Technology, Poland, email:
{wta,ligeza}@agh.edu.pl

We propose a system for collaborative knowledge management
enhanced with semantic knowledge representation and reasoning.
The main objective of the system is to gather knowledge about threats
of various sorts within a defined urban area. The system should serve
the local community and the police. Our proposed solution combines
social software features (commenting, ratings etc.) with a strong un-
derlying logical representation of knowledge entered by users. The
application employs AI methods, namely a domain ontology of traf-
fic dangers and conditions and a Description Logic (DL) [1] reasoner
to infer knowledge from facts explicitly present in the system.

The rest of the paper is organized as follows: in Section 2 the mo-
tivation for our research is given with references to selected previous
works. Section 3 gives an overview of the system, including its func-
tionality, architecture, a threat ontology, the integration of an ontol-
ogy and a database in the system, the reasoning in the system and the
user interface. The implementation is briefly described in Section 4.
Overview of related works is presented in Section 5. The paper is
summarized in Section 6 and future work is outlined in Section 7.

2 Motivation
Within the INDECT Project 2 important problems related to secu-
rity and intelligent information systems are investigated. Task 4.6
of the project focuses on development of a Web System for citizen
provided information, automatic knowledge extraction, knowledge
management and GIS integration [6]. The main objective of our re-
search is to develop a semantically enriched environment for collabo-
rative knowledge management. Local communities should be able to
quickly share information about current traffic dangers and threats,
for instance closed roads, holes in the pavements and streets, dan-
gerous districts or events that impede a normal traffic. The system
proposed within the task should be a community portal that allows
citizens to participate and cooperate in order to improve the security
in the urban environment. Within the task several initial system pro-
totypes have been developed [5, 10] and the current work consists in
integrating the best solutions for the final system.

The system should use some sort of intelligent processing to pro-
vide possibly most useful knowledge to the users. To this end, a
Knowledge-Based System (KBS) should be proposed, with a for-
malized knowledge representation and reasoning mechanisms. Cate-
gorization of threats and possibility of inferring new facts based on
the ones entered by users is a desired feature. To enhance the auto-
mated knowledge processing of the system, semantic technologies
for GIS were analyzed and discussed in [7].

While a threat domain ontology can be the same for various lo-
cations, different system installations will vary depending on the lo-

2 See http://indect-project.eu.
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cations they work in. Abstract knowledge can and should be shared
across applications boundaries to facilitate change management. On
the other hand, the system should be robust and easily adaptable to
local conditions, so the access to the actual data should be optimized.

The system should encompass social features, such as possibility
to comment on, discuss and rate information entered by other users.
This way, the users can gain or loose credibility and the commu-
nity can indirectly control spam information. The user interface (UI)
should be intuitive and easy to use, potentially adaptable to various
hardware platforms including desktop and mobiles. Encompassing
these requirement should provide a useful intelligent system for im-
proving urban safety.

3 System Overview

The proposed system is an ontology-driven application. It integrates
a database and an ontology for storing and inferring knowledge about
traffic dangers in a given area. While the abstract of traffic danger do-
main is described by the ontology, the location details of traffic con-
ditions and geographical information (e.g. relations among concrete
streets, districts and postal codes) are stored in a relational database.
During the run-time, the information from the database is integrated
(synchronized) with the core ontology (the terminology is populated
with instance data stored in a database). The synchronization is done
automatically at the application start and at any time on a user de-
mand. The synchronized ontology is then used by a DL reasoning
engine to infer facts about chosen area. The deduction is based on
definitions of threats which depends on specific traffic conditions
present in specific locations.

3.1 Functionality and User Roles

The main objective of the proposed system is to provide citizens with
a real-time data about dangers occurring in a chosen area. Part of
this information is entered into the system by so-called trusted users.
The rest is automatically inferred based on the axioms of the threat
ontology and instance data of current conditions (facts).

Three kinds of users are distinguished within the system. Regular
users can browse the system knowledge and ask questions about spe-
cific locations and dangers. They address the system with dynamic
questions and get results of inferred traffic dangers. Trusted users
can modify the information stored in the database, e.g. they can up-
date the locations of traffic conditions occurrences. The information
is validated and stored in the database. Updated knowledge can be
used for dangers deduction process, after synchronization with the
ontology. Finally, the experts can modify the core ontology.

3.2 Architecture and Data Flow

The system is divided into three functionally different layers:

• a web dashboard layer dedicated to the interaction with users
(through browser clients),

• a platform layer which is the core of system responsible for pro-
cessing knowledge, and

• a storage layer, where all the data is stored, in a database and an
ontology (see Figure 1).

All users can interact with the web-based dashboard for query-
ing system, to get desired information. The main logic of the system
(presented in Fig. 1 as three cogged wheels) consists in: downloading

Figure 1. Data flow in the system

the core ontology (”Getting core ontology from URI”), synchroniz-
ing the core ontology with the current data uploaded by trusted users
(”Synchronization with database”), and inferring the ontology de-
pendencies (”Knowledge inferencing”).

For working with most recent data, provided by trusted users, the
synchronization mechanism integrates core ontology, describing the
abstract of traffic dangers, with specific real time data. The process
is executed for the first time on application start, i.e. the first request
to the server while accessing the main page of the system. This func-
tionality is also available on demand. After synchronization, the pop-
ulated ontology is cached in memory and used for inferencing.

A single installation of the system (for instance for a single city)
has its own database, in which the information about streets, distric-
ticts and actual conditions are stored. The core ontology on the other
had can be shared by several installations of the system. It is accessi-
ble by an URI and can be stored on local or remote server.

3.3 Traffic Danger Ontology
As noted in [8], ”In recent years the development of ontologies has
been moving from the realm of Artificial-Intelligence laboratories to
the desktops of domain experts.”. Sharing common understanding of
the knowledge domain is one of the most critical reason for develop-
ing ontologies. Explicit domain assumptions provide a clear descrip-
tion of the domain knowledge and simplify the knowledge extensi-
bility. In our case, the domain ontology consists of concepts of ge-
ographical locations (streets, districts, postal codes), traffic dangers
(e.g. LowFrictionDanger, RoadConstructionDanger), traffic condi-
tions (including among others a hierarchy of WeatherConditions
and RoadConstructionConditions) and describes multiple relations
among them. An excerpt of the ontology is shown in Figure 2. The
ontology enable the system to reason upon stored facts and answer
the questions of the following types:

• What traffic dangers can be encountered within a specific area?
• Is there any danger within area of specific postal code or specific

district?
• What kind of dangers are connected with specific atmospheric

conditions?
• Are there any dangers connected with specific condition (e.g. low

friction) in a specific area?
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Figure 2. Traffic Danger Ontology: Asserted class hierarchy

• What are the sub-areas of a specific location?
• Are there any traffic conditions provided for a specific location?

In order to answer these questions either a semantic reasoner is used
(which performs classification of concepts within the ontology) or
appropriate DL queries are constructed. Based on the definitions of
TrafficDangers in the ontology and information about actual condi-
tion occurences, implicit knowledge may be deduced (what kind of
danger results from given conditions in a selected area).

3.4 Integration of the Ontology and the Database
While the abstract domain knowledge is expressed by the ontology
axioms, the operational knowledge of the system is stored in a rela-
tional database. The database schema can be observed in Figure 3.
The knowledge stored in the database consists of the locations struc-
ture and the actual traffic conditions in these locations. Specifically,
the locations of the traffic conditions occurrences are defined by
postal codes. The postal codes are connected to streets, which in turn
are connected to districts. For instance, one can add an information
that a particular street is under construction (a RoadConstruction-
Condition or one of its subclasses occurs) or that there is a specific
weather condition in a specific district.

One of the most important aspects of the system is the possibility
of an integration of data from the database and the ontology. Upon
the synchronization process, the core ontology is cached and popu-
lated with the data from the database becoming a synchronized on-
tology. While the core ontology describes a terminology of traffic
danger, the synchronized one is related to a specific environment and
used for reasoning. Consequently, synchronized ontology can differ
between the various environments where the system is deployed. For
example, traffic conditions information for Cracow can vary signif-
icantly from those in Montpelier. Although it is possible to have a
single installation of the system and synchronizing the ontology at
once with all global data, it can result in system overloading and de-
creasing performance while inferring dependencies.

Figure 3. ER diagram of traffic database

3.5 Reasoning in the System
Reasoning in the system is provided by invoking a DL reasoner on
a synchronized ontology. The sequence diagram (see Figure 4) the
required steps for the reasoning process. Once the trusted users have

Figure 4. Sequence diagram for updating and inferring data

provided traffic conditions facts, a regular user can check what threat
they may expect in a specific area. Responding to the user request,
the system imports the up-to-date facts into a locally stored ontology
(synchronizes the ontology), and then query the ontology by pos-
ing appropriate DL queries. From a user perspective, a query is con-
structed by selecting a desired location through a web-based inter-
face. Once the query is created, the DL reasoner is invoked to process
it on the cached ontology. The inferred set of information is provided
to the user. The reasoning is time-efficient although no formal tests
has been done yet. This is a subject for further work.
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3.6 User Interface
The web-based interface of the system allows its users to create dy-
namic questions, and get the results about inferred traffic dangers.
The prototype implementation [9] uses simple forms by use of which
the users can construct questions for the system, e.g. a user can
choose a desired location from a drop-down list and ask what threats
may be encountered in this particular area (see Fig. 5).

Figure 5. An excerpt of web-based user interface of the system

As this is a position paper, the full development of a Graphical
User Interface (GUI) with a map component is still in progress. There
is a process going on to integrate the logical layer of the system
with an interface that uses maps and provides social features for the
community of users. A fully-fledged GUI with an interactive map on
which the users can navigate and filter threats by location, date, sever-
ity etc. has been developed (see Fig. 6), but is not yet fully integrated
with the logical layer. In this version, a spatially-enabled database
will be used which allows to store geographical data in an efficient
way. The usability of the system is expected to increase, due to the

Figure 6. GUI for the system with an interactive map and search filters.

possibility of visually choosing an area of interest (see Fig. 7) and
the social features like possibility to rate threats and discuss them.

4 Implementation and Deployment
The ontology has been developed in a top-down process with the
Protégé 3 editor integrated with the HermiT DL Reasoner 4. The on-
tology is provided in different formats (OWL2 XML 5, RDF/XML 6

3 See http://protege.stanford.edu/
4 See http://owlapi.sourceforge.net/
5 See http://www.w3.org/TR/owl2-xml-serialization/
6 See http://www.w3.org/TR/rdf-syntax-grammar/

Figure 7. GUI for the system: a map with selected area.

or OWL2 Manchester Syntax) 7). The synchronization is based on
the OWL API library 8 and provides up-to-date information (cache
in memory) for the HermiT DL Reasoner.

The ontology can be stored on local or remote server and is ac-
cessed by an URI. The cooperation with a database is provided
through the Hibernate ORM 9 technology. The simple form-based
user interface has been built with the JavaServer Pages (JSP) 10 and
jQuery JavaScript Library 11, while requests from users and appro-
priate responses, are controlled by Spring MVC 12. For logging the
results of particular operations, log4j Java-based logging utility 13 is
used. PostgreSQL 14 is choosen as SQL database. The application
has been written in Java using the Eclipse Java IDE 15. Dependencies
management and versioning is the task of Apache Maven tool 16. All
these technologies are free software or open source.

5 Related Work
Crime Mapping systems were originally a class of systems that map,
visualize and analyze crime incident patterns using Geographic In-
formation Systems (GIS). This name has been later extended to in-
corporate all applications that aid in improving the public safety.
This include natural disasters monitoring systems which are often
designed for specific regions and the scope of their functionalities is
usually limited to the specific types of disasters that are most com-
mon and most dangerous in those regions, systems monitoring threats
on the roads and crime monitoring systems. A detailed survey of the
existing crime mapping systems is given in [12]. Here, only a few of
them are mentioned.

Examples of systems monitoring threats on roads are: Traf-
fic Information Highways Agency (reporting bad weather, speed
reductions, accidents and road works in England, http://

7 See http://www.w3.org/TR/owl2-manchester-syntax/
8 See http://owlapi.sourceforge.net/.
9 See http://www.hibernate.org/
10 See http://www.oracle.com/technetwork/java/javaee/
jsp/index.html

11 See http://jquery.com/
12 See http://static.springsource.org/spring/docs/3.
0.x/

13 See http://logging.apache.org/log4j/
14 See http://www.postgresql.org/
15 See http://www.eclipse.org/
16 See http://maven.apache.org/

66

http://protege.stanford.edu/
http://owlapi.sourceforge.net/
http://www.w3.org/TR/owl2-xml-serialization/
http://www.w3.org/TR/rdf-syntax-grammar/
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.w3.org/TR/owl2-manchester-syntax/
http://www.highways.gov.uk/traffic/traffic.aspx
http://owlapi.sourceforge.net/
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.hibernate.org/
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.oracle.com/technetwork/java/javaee/jsp/index.html
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.oracle.com/technetwork/java/javaee/jsp/index.html
http://www.highways.gov.uk/traffic/traffic.aspx
http://jquery.com/
http://www.highways.gov.uk/traffic/traffic.aspx
http://static.springsource.org/spring/docs/3.0.x/
http://www.highways.gov.uk/traffic/traffic.aspx
http://static.springsource.org/spring/docs/3.0.x/
http://www.highways.gov.uk/traffic/traffic.aspx
http://logging.apache.org/log4j/
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.postgresql.org/
http://www.highways.gov.uk/traffic/traffic.aspx
http://www.eclipse.org/
http://www.highways.gov.uk/traffic/traffic.aspx
http://maven.apache.org/


www.highways.gov.uk/traffic/traffic.aspx), Travel
News Scotland (accidents, road works, other difficulties, http:
//www.bbc.co.uk/travelnews/scotland) or TravelMid-
west.com (road capacity, road works, accidents, speed cameras, etc.
in Chicago and several other cities and areas around Midwest-
ern states, http://www.travelmidwest.com). NAVTEQ
(http://www.traffic.com/) is one of the few of such ser-
vices that attempt to provide traffic information from all around
the world, yet it only provides information about capacity and de-
lays, not about threats or accidents. In most cases, the represented
data is collected automatically by sensors and readers, such as
inductive loops and automatic number plate recognition cameras
and then processed centrally. For instance, in case of Traffic Eng-
land (http://www.trafficengland.com), TrafficScotland
(http://trafficscotland.org/) and TrafficWales (http:
//www.traffic-wales.com), this information is compiled by
Highway Agency’s National Traffic Control Centre.

The systems present the threats in a visual form on a map and pro-
vide various output channels, e.g. e-mail notifications, text messages
or even Twitter alerts. They operate on mobile devices and make use
of their GPS systems. The apparent lack, however, is that the infor-
mation presented to the users is strictly that which was entered. The
original contribution of our approach, although still in a development
phase, is to supply the system with intelligent processing techniques
based on ontological reasoning. Moreover, our approach aims at en-
compassing various kinds of threats by using a threat ontology.

6 Summary
AI techniques may be successfully used in various applications for
Knowledge Management. Using an ontology in a KM system allows
to store abstract data, share it across several installations and manage
changes in a centralized way. A loose coupling of the ontology with
a relational database allows to store concrete data about conceived
area in a database and populate the ontology with instance data dur-
ing application run-time. Embedding a Description Logics reasoner
enable the system to reason upon explicit knowledge entered by users
and give back a useful response. A graphical user interface with a
map component and social software features make the system user
friendly and has a gradual learning curve.

To the best of our knowledge, there does not exist a crime map-
ping system that uses ontologies and DL reasoning to provide rich
information based on knowledge gathered in the system. Although
there exist numerous solutions for various danger information sys-
tems, none of them describe the threats in a formalized ontological
way, relate weather or road conditions to the possible dangers and
reasons about these dependencies. We believe that this is our original
contribution compared to existing literature.

7 Future work
The system has been tested with several Web browsers and can be
used on any device that support Web browsing. However, for mobile
devices, some adaptations are needed. The current prototype imple-
mentation has a limited user interface. The intended integration with
a GUI providing interactive map and social features is not yet final-
ized. A possible direction for further development could be focused
on extensions for heterogeneous application-to-application commu-
nication. The RESTful Web Services 17 can be considered. These
17 See http://www.ics.uci.edu/~fielding/pubs/
dissertation/rest_arch_style.

external systems would be perceived as software agents. Their tasks
could be focused on periodic connections to the system, getting some
information set, and creating statistics about the traffic dangers. The
statistics could visualize frequencies of particular dangers on a spe-
cific area or classify the safety of the selected district.
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Marcin Kałuża, and Marcin Krzych, ‘Towards enregistration of threats
in urban environments : practical consideration for a GIS-enabled
web knowledge acquisition system’, in MCSS 2010 : Multimedia
Communications, Services and Security : IEEE International Confer-
ence : Kraków, 6-7 May 2010, ed., Andrzej Głowacz Jacek Dańda,
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[12] Maciej Żywioł. Analysis and evaluation of crime mapping systems,
2012.

67

http://www.highways.gov.uk/traffic/traffic.aspx
http://www.bbc.co.uk/travelnews/scotland
http://www.bbc.co.uk/travelnews/scotland
http://www.travelmidwest.com
http://www.traffic.com/
http://www.trafficengland.com
http://trafficscotland.org/
http://www.traffic-wales.com
http://www.traffic-wales.com
http://www.ics.uci.edu/~fielding/pubs/dissertation/rest_arch_style
http://www.ics.uci.edu/~fielding/pubs/dissertation/rest_arch_style


Advanced System for Acquisition and Knowledge 
Management in Cultural Heritage. 

Stefan du Château and Danielle Boulanger and Eunika Mercier-Laurent 1 
 
Abstract.1 In this paper we present our research work on the 
system of acquisition and knowledge  management in cultural 
heritage. This is a hybrid system because it uses several techniques, 
signal and natural language processing and knowledge modelling 
to effectively help a researcher in cultural patrimony in collecting, 
recording and finding the relevant knowledge.  

 The signal processing is used for the oral description of 
the cultural heritage and for transcription from voice to 
text. 

 The linguistic analysis is used for search and extraction 
of information.  

 Modelling of  knowledge is used for the creation of a 
partial ontology of domain according to a model 
predefines. 

After introducing the problem of on field information collecting 
and managing, we describe the specific work of a researcher in the 
field of cultural heritage and main difficulties. Furthermore we 
explain our choice of the architecture of this hybrid system, our 
experiments and the results. Finally we give some perspective on 
extending this system to the other domains. 

1 Introduction 
A common problem in knowledge engineering is the 
efficient collection of information and knowledge from 
sources considered to be scientifically reliable. These can be 
human experts, written records or computer applications 
(databases) that cover the domain knowledge. Depending on 
the situation, treatment and expected outcome, different 
collection methods can be used. 
The work of researchers in the area of cultural heritage 
consists in one part of gathering of information in the field, 
in towns and villages in the form of text files, photos, 
sketches, maps and videos. If necessary, the information 
gathered for each work is corrected, archived, and finally 
stored in a database. The storage of information in paper 
documents or directly on laptops is cumbersome and time 
consuming. The amount of information collected is very 
large, the data is heterogeneous and its transformation into a 
form that can be used for research is not automatic.  
The system we propose [1], uses a voice interface that 
reduces the amount of time used in the process of collection, 
because the description of the artefacts studied can be voice 
recorded and saved as an audio file. This is a hybrid system 
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because it relies on technologies of signal processing, 
knowledge modelling and natural language processing. 

2 Nature of knowledge in the field of 
cultural heritage 

Knowledge of cultural heritage, is incremental, highly context 
dependent and multidisciplinary, more than in other disciplines. 

 Incremental, because it cannot evolve without the prior 
knowledge. 

 Context-dependent, because the creation and existence of 
an cultural heritage object is rarely random. Also its 
location in one place is often the result of intention. The 
history of an object can only be understood through the 
study of its context. 

 Multidisciplinary, because the study of tangible and 
intangible aspects of an object requires contribution of 
other sciences such as chemistry, geology, archaeology, 
ethnology (…). 
 

According to A. Iacovella, a historical object "is full of meaning" 
[2]. 
The full perception of this meaning depends on both: the related 
knowledge and its context. 
We are thus dealing with a flow of knowledge including 
researchers in cultural heritage, associated domains experts, their 
knowledge and experiences, knowledge of related disciplines, 
constraints of existing Information System (Inventory Descriptive 
System, databases, lexicons ...); conceptual models, and 
interactions between these elements have also be considered. 
Capturing knowledge in a process of study and analysis of 
historical patrimony requires system, global and holistic thinking 
ability. The system approach is necessary for understanding of 
interactions between the information emerging from the studied 
object, knowledge of researcher studying this object, knowledge 
and information providing by the object context and those of other 
related sciences. 
The information on a given object in its particular context can be 
understood only through the knowledge accumulated by a 
researcher and knowledge of other sciences at its disposal, so the 
“global thinking” is useful. 
Finally, the knowledge about the considered object involves not 
only its intrinsic properties, shape, structure, dimensions, but 
depends also on its various contexts, it can be found - a “holistic 
thinking” may help [3][4]. 
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2.1 Events 
The existence of an object made by man is highly correlated with 
the notions of time and space. Indeed, the creation event took place 
on a given date or period and in a specific place. 
During its existence, the object can undergo numerous other events 
such as moves, modification, repair or destruction that may result 
in changes of shape, materials, changes in the functions of the 
object and of involved actors (restaurateurs, producers, curators, 
etc.). All these events must be located in time and space. An event 
takes place in a given context. 

2.2 Importance of context 
In the field of historical sciences and especially in the cultural 
heritage area, the perception of the meaning of data and 
information on a studied object is strongly influenced by its 
context. Interpreting information about a physical object depends 
on the place it is. For example an iron host, shuttle incense, blessed 
bread basket found and studied outside its usual context (a church 
or sacristy), may lose some of the attributes can be called 
functional. Thus an iron host can be considered as an ordinary 
hammer, the blessed bread basket as a regular bread basket and the 
shuttle incense as sugar box. The context is even more significant 
in the field of archeology in which the interpretation of information 
and therefore the constitution of knowledge can not be done 
without taking into account the stratigraphic level and geographical 
areas, providing information on the chronology of the object and 
allowing a comparative study. The last can not be possible if we do 
not know the environment in which the object was found. To 
consolidate the knowledge about an artefact, we need to create a 
permanent to and from between the context-related knowledge, 
knowledge related to other objects found in the same place and 
information about the object studied. The importance of context is 
such that the interest of the study of an object can be challenged 
based on this one. What interest can have a ceramic shard alone in 
the middle of nowhere ? 
Studying a historical object involves on the one hand manipulation 
of objective information on objects such as physical characteristics 
and, secondly, that of subjective information related to the context 
studied. In addition, as we have pointed out, the historical study is 
conditioned by the prior knowledge, which implies the 
incrementally of knowledge. 
The nature of knowledge to process, as well as existent constraints 
and models library which can be reused implies the choice of 
models. 

3 Architecture of our system 
The architecture of our system takes into account several 

factors. First, it enables the implementation of three 
functional steps: the collection of information and 
knowledge in a specific context, information extraction and 
semi-automatic generation of a partial domain ontology 
supervised by a conceptual model. On the other hand, it 
must respect the constraints imposed by existing: the 
descriptive system of inventory, lexicons and thesauri and 
conceptual model CIDOC-CRM . 

The process leading to the ontology of discourse of an 
object consists of several steps: 

 
1. The voice acquisition of the description of a 

artefact 
2. Transcription of audio file into a text file, using 

Dragon software that we have enriched with a 
specific vocabulary of cultural heritage. 

3. Display the result text to allow expert correct it if  
errors  

4. The linguistic analysis and information 
extraction [5], [6]. This stage leans on the XIP 
(Xerox Incremental Parser) [7] software, which 
we enriched by semantic lexicons and 
grammatical rules, specific of the domain of the 
cultural heritage. 

5. Validation of information got in the previous 
stage. 

6. Generation of ontology of objects described 
during the first stage. It is the transfer of an 
implicit information contained in the SDI 
(Descriptive System of the Inventory) [8], 
defined by the Department of Heritage 
Inventory, to the explicit knowledge represented 
by the domain ontology of cultural heritage. 

 
The architecture of our system is shown in the Figure1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  The architecture of Simplicius system 

3.1 From voice to text 
The audio file is "translated" into text using the 

Dragon software; we have chosen it for its robustness and its 
performance in speech recognition. 

Text files serve as information retrieval so that 
information is distributed into fields such as: NAME, 
CLASS, MATERIALS, DESCRIPTION, REGISTRATION 
(...), without requiring the speaker to specify the description 
field. The above fields derive from the descriptive system 
defined by the Department of Heritage Inventory. Some of 
these fields are mandatory, others optional. The content of 
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certain fields is defined by a lexicon; the contents of other 
fields remain free. 

Currently the data acquisition is done via keyboard and 
the user has to respect a highly structured data entry form. In 
the case of voice acquisition, there is no structure required to 
guide the user, who is usually a specialists in the field; we 
can therefore assume that the verbal description will be 
coherent and well structured. This has been proven in our 
experiments. 

3.2 Analysis of resulting text and information 
extraction 

To analyze the transcribed text (cf stage 4, figure 1), we 
use the robust XIP parser. This guarantees a result of corpus 
analysis, even if the text is malformed or erroneous, which 
can happen if the text is the result of an oral transcript [9], 
[10]. 

As we mention in Section 2.1, the information that has to 
be identified for extraction is defined by the above-
mentioned descriptive system for artwork inventories, which 
defines not only the type of information that is to be looked 
for, but also controls, in some cases, the vocabulary to be 
used. The terms used should match the entry of a lexicon. 
The descriptive system of the inventory will therefore 
partially guide the creation of design patterns and of local 
grammars. 

3.2.1 Lexicons 

Two types of lexicons have been created: one that 
contains the vocabulary defined as authorized to fill out 
fields such as DENO, REPR MATR (...), and other which 
contains vocabularies for context analysis. Two types of 
formats are used. For lexicons with extended vocabularies, 
the term of each has been associated with its infinitive form 
for verbs and the masculine singular for nouns. In addition, 
its semantic and morphological trait was added to each term, 
as shown below: 

calice 
calice 
+Denomination+Masc+Sg+Common+Noun 
calices 
calice 
+Denomination+Masc+Pl+Common+Noun 
 
The format of smaller glossaries includes the lemmatised 

form of the term and the semantic and morphological trait 
associated with it : 

marque : noun += [!insc:+]. 
cachet : noun += [!insc:+]. 

3.2.2 Resolution of ambiguities 

The identification of words or phrases is not the only 
difficulty faced by a system of information extraction. In the 
context-rich environment of cultural heritage artefact 
descriptions, the complexity of the language itself and the 
multiplicity of meanings that can be given to the descriptors 
used, one of the major problems is the resolution of 
semantic ambiguity. A word or phrase can be used in 
different contexts both to describe the characteristics of an 
artefact as well as the artefact itself, for example a picture of 
a chalice, the name of a person can be that of a person 
represented, or that of the artist (...). Often, heritage objects 
that are being described are part of a whole. The description 
of this type of object can refer to included elements, or to its 
container. It is therefore in a situation where several artefact 
names are mentioned. How do we know which is the subject 
of study ?  

In the sentence: Calice en argent doré, orné de grappes 
de raisins, d'épis de blé, de roseaux sur le pied et la fausse 
coupe, d'une croix et des instruments de la passion dans des 
médaillons, sur le pied. 

The terms: calice, croix, instruments, médaillons exist 
in the lexicon DENOMINATION. The term calice also 
exists in the lexicon REPRESENTATION  

How can we be sure that, in this case, it is 
DENOMINATION? 

How to choose the term for the DENOMINATION? 
Study of the initial position 
The study of the ordering of descriptors in a text provides 

valuable assistance, particularly for solving certain types of 
ambiguities. The study of the initial position, based on 
cognitive considerations [11], [12], gives special importance 
to the beginnings of sentences: the information at the 
beginning is a given information or at least one that is 
important. 

In this perspective, extracting information from the 
following text: 

Calice en argent doré, orné de grappes de raisins, d'épis 
de blé, de roseaux sur le pied et la fausse coupe, d’une croix 
et des instruments de la passion dans des médaillons, sur le 
pied. 

Will give a preference to the descriptor Calice compared 
to other descriptors mentioned above, to designate the name 
of the object studied. 

Local context 
Resolving ambiguities requires an analysis and 

understanding of local context. A morphosyntactic analysis 
of words surrounding the word whose meaning we seek to 
identify, as well as searching for linguistic clues in the 
context of a theme, can resolve some ambiguities. 

In the sentence : C’est une peinture à l’huile de très 
grande qualité, panneau sur bois représentant deux  figures 
à mi corps sur fond de paysage, Saint Guilhem et Sainte 
Apolline, peintures enchâssées sous des architectures à 
décor polylobés; Saint Guilhem est représenté en abbé 
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bénédictin (alors qu’à sa mort en 812 il n’était que simple 
moine); Sainte Apolline tient l’instrument de son martyre, 
une longue tenaille. 

 
Saint Guilhem can designate a place or a person. Is it a 

painting that is located in Saint Guilhem, or does it represent 
Saint Guilhem and Sainte Apolline? 

A study of the position and the semantic class of 
arguments in the relationship: subject-verb-object, provides 
clues for resolving this ambiguity, the principle that the 
topic is the subject of the sentence, what is known as the 
word about the phrase, what is said of the theme. 

In the above example the verb representing contains the 
feature [Repr: +], which links it with the 
REPRESENTATION class. In the absence of other 
significant indices, it can thus be inferred that the purpose of 
the sentence is “representation” and Saint Guilhem and 
Sainte Apolline do not designate places, but rather the 
representation. 

3.3 Semi-automatic generation of a domain 
ontology 

The knowledge gathered on an artefact is necessarily 
partial: it is only valid for a period of time and therefore 
cannot be limited to a descriptive grid designed for one 
specific application. 

Knowledge is scalable, cultural heritage artefacts have a 
past, a present and perhaps a future; they undergo 
transformations over time. 

However, we have seen above that the extraction of 
information in our case must correspond to precise 
specifications. We are thus faced with two requirements: on 
the one hand to populate a database defined by a specific 
inventory description system, on the other hand, to meet the 
requirements of a knowledge management system.  

To satisfy the first requirement, it is essential that the 
information found by the extraction can be adjusted (if 
necessary) and validated by an expert. 

To satisfy the second item, the validated information, 
consisting of descriptors and their relationships that describe 
the tangible and intangible aspects of the artefact, will have 
to be fed into a domain ontology, which is more extensive 
and extensible. This provides the necessary openness and 
sharing of knowledge, as defined by Gruber, “an ontology is 
an explicit and formal specification of a conceptualization 
that is the consensus" [13].  

In the context of cultural heritage artefacts, which is the 
one that interests us, the description will focus on how an 
object was manufactured, by whom, when, for what 
purpose, it will focus on its transformations and travels, its 
conservation status and materials used for this purpose. One 
can see that a number of concepts are emerging such as: 
Time, Place, Actor (Person), state of preservation. 
Intuitively, one suspects that some of these concepts can be 

related to each other, such as conservation status and time, 
transformations and time, travels and place, transformations 
and owner. 

The ontology CIDOC-CRM presents the formalism 
required for reporting of relationships that can be 
implemented in time and space. The heart of CIDOC-CRM 
consists of the entity expressing temporal dependence 
between time and various events in the life of the artefact. 

 

P11 had participant P12 occurred in the presence of

P4 has time-span P7 took place at 

0,n

0,n

0,n

0,n

0,n 0,n 0,n 0,n

E53 PlaceE52 Time-Span

E39.Actor E70 ThingE5 Event

 
Fig. 2. Modelling event in CIDOC-CRM, from [14]. 

 
For clarity and easier reading by the user accustomed to 

the nomenclature of SDI we have, based on CIDOC-CRM, 
created a model that defines equivalences between the 
different fields of SDI and certain classes of CIDOC-CRM 
(Figure 3).  

 

 
Fig. 3. The CIDOC-CRM classes and equivalence with the SDI 

 
To integrate the thesaurus defined by SDI and make links 

between this thesaurus and CIDOC-CRM model we decided 
to use the SKOS [15]. SKOS format is a structured 
representation format for thesauri, taxonomies and, 
generally, for any type of controlled vocabulary. It uses the 
RDF formalism and thus, it defines the concepts and links 
between them using the properties for the identification, 
description, structure and organization of conceptual 
schemes. 

An extract from the thesaurus DENOMINATION 
(NAME) in SKOS format, formalizes the representation of 
the concept DENO: 4363 described by the term pendule 
(clock) as preferred lexical form and terms pendules 
(clocks), horloge à poser as a lexical alternatives forms. It 
has a generic concept DENO: 4351 and a specific concept 
DENO: 4364. 
<rdf:Description rdf:about=" http://www.culture.fr/thesaurus/DENO-
Palissy/concepts #DENO:4363"> 
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<skos:broader rdf:resource=" http://www.culture.fr/thesaurus/DENO-
Palissy/concepts #DENO:4351"/> 

<skos:prefLabel xml:lang="fr">pendule</skos:prefLabel> 
<skos:altLabel xml:lang="fr">pendules</skos:altLabel> 
<skos:altLabel xml:lang="fr">horloge à poser</skos:altLabel> 
<skos:narrower rdf:resource=" http://www.culture.fr/thesaurus/DENO-

Palissy/concepts #DENO:4364"/> 
</rdf:Description> 
 

The link between concept represented in OWL format and 
concept from thesaurus in SKOS format is established in the 
case of concept DENOMINATION, by the relation 
P1.is_identified_by defined in CIDOC-CRM; this link is 
shown in Figure 4. 
 

 
Figure 4. Link between CIDOC-CRM formalised in OWL and the 

thesaurus in SKOS format. 

 
The transition from the model defined by the inventory 

descriptive system to the CIDOC-CRM ontology (cf stage 6, 
figure 1), will be done by searching through the 
correspondence between the fields of inventory descriptive 
system, whose contents can be regarded as an instance of 
one of the classes of the CRM ontology. 

For cases where this correspondence can not be made, 
because the information does not exist in the inventory 
description system, it will have to be retrieved from the 
transcribed text, provided that the speaker has record such 
kind of information. Otherwise it will have to be input when 
the information extracted automatically by the system is 
validated. 

Correspondence between the implicit information in the 
SDI and the explicit information of CIDOC-CRM model is 
shown in Figure 5. 

Figure 5. Example of correspondence between SDI and CIDOC-CRM 

As shown in this figure, to make a transition of a SDI 
information to CIDOC-CRM, the system must be able to 
associate one or more concepts that can be an event 
(creation), tangible or intangible object, a date or period, 
which are connected through specific relations. 

4 Experiments and results 
The application that we propose is still in prototype stage; 

it is therefore too early to provide a real experience 
feedback, which would require the operation of our system. 
 

Thus, we present the experiments we have conducted so 
far with the prototype version of our system and with the 
help of three researchers familiar with cultural heritage as 
well as the area of inventory and SDI. Two of the three 
researchers are female, one of which has a regional accent, 
while the other speaks with no accent. The third, male 
researcher speaks with accent. 

The dictations were performed in real conditions in a 
noisy environment. We asked each researcher to verbally 
describe three objects.  

The oral descriptions were transcribed into text. The 
results are quite satisfactory; the concordance between the 
original content and the content in the automatically 
transcribed texts varies between 90 and 98%. 

  Before presenting them to the module for the 
extraction of information, the transcribed texts have been 
corrected by the researchers. For each result of extraction of 
information, we measured Precision, Recall and F-score, 
which are presented in the table below. 

In order to clarify the presentation we have assigned a 
letter to designate each speaker: A for the woman speaking 
with an accent, B for the woman with no accent and the 
letter C for the man. 

 
TABLE 1. RESULTS OF EXTRACTION OF INFORMATION 

 
Researcher Precision Recall F-score 
A 0,898 1 0,943 
B 0,854 0,946 0,897 
C 0,903 0,94 0,921 

 
Our experiments are not numerous enough to supply a 

more reliable statistical study, nevertheless the obtained 
results are sufficiently promising to encourage us to 
continue developments of our system. 

For the moment our system is elaborate for the French 
language.  

Below is an example of the description of a painting 
performed by a researcher of cultural heritage. The first text 
is the result from the voice recording transcript. You can see 
the errors marked in bold. 

Et le Damiani église Saint-Sauveur. Tableau représentant 
saint Benoît d'Aniane et saint Benoît de Nursie offrant à 
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Dieu le Père la nouvelle église abbatiale d'Aniane. Ce 
tableau est situé dans le coeur et placé à 3,50 m du sol. C'est 
une peinture à l'huile sur toile encadrée et 24 en bois Doré. 
Ça auteure et de 420 cm sa largeur de 250 cm. Est un 
tableau du XVIIe siècle. Il est signé en bas à droite droite de 
Antoine Ranc. Est un tableau en mauvais état de 
conservation un réseau de craquelures s'étend sur l'ensemble 
de la couche picturale. 

 
The second is the text after correction. You can consult 

the translation of this text in English in appendix. 
The results outcomes from  module of the Extraction of 

Information are marked in bold. 
Ville d’COM{Aniane} EDIF{église Saint-Sauveur}. 

PREPR{DENO{Tableau} représentant REPR{ saint Benoît 
d'Aniane] et REPR {saint Benoît de Nursie} offrant à 
REPR{Dieu le Père} la nouvelle église abbatiale d'Aniane}. 
Ce tableau est situé EMPL{ dans le choeur et placé à 3,50 m 
du sol}. C'est une peinture à MATR{ l'huile sur toile} 
encadrée d’un cadre en MATR{bois doré}. Sa 
DIMS{hauteur est de 420} cm sa DIMS{ largeur de 250 
cm}. Est un tableau du SCLE{XVIIe siècle}. Il est signé en 
bas à droite de AUTR{Antoine Ranc}. PETAT{ Est un 
tableau en mauvais état de conservation un réseau de 
craquelures s'étend sur l'ensemble de la couche picturale}. 

Where: 
COM = Commune, EDIF = Edifice, REPR 

=Representation, PREPR = Precision on the representation, 
EMPL =  Place, MATR =  Materials, DIMS = Dimension, 
SCLE = Century, AUTR =  Author, PETAT = Precision on 
the state of preservation. 

The linguistic analysis, information extraction and 
ontology creation are done using the second file, as shown 
schematically in Figure 6. 

 

 
Fig. 6. Example of ontology of a work after a description dictation. 

5 Conclusion 
The originality of our voice recording system developed 

to support the acquisition of knowledge of cultural heritage 
is the link between two areas of research, which were until 

now developing parallel to each other: signal processing and 
automatic language processing. Our experiments have been 
successful and confirm the technical feasibility and 
usefulness of such applications. 

Modelling of knowledge as an ontology and ontological 
cooperation will provide flexibility and scalability to our 
system, e.g. extending the scope of the CIDOC-CRM model 
to model the spatio-temporal knowledge, by adding 
geospatial information such as topology, directions, 
distances, location of an artefact relative to reference 
locations. The recent work of LIG (Laboratoire 
d'Informatique de Grenoble) and in particular the model 
ONTOAST [16] seem very interesting in this regard. In the 
context of ontological cooperation arises the problem of 
coherence among distributed ontologies, who  we  believe 
can be resolved by means of the cognitive agents. 

In the future, it might be useful to incorporate a speech 
acquisition control mechanism, in the form of a man-
machine dialogue. Thus the speaker would have a real-time 
feedback on the machine’s understanding. This implies in 
our case the possibility to implement the transcription and 
information extraction system on a mobile platform. 

The OWL format for the creation of the ontology we use 
ensures its compatibility with the standards of the semantic 
web. It allows for an easy integration with inference and 
inquiry systems, thereby facilitating its future use in both 
scientific and community applications, such as search 
engines, artefact comparison platforms or the exchange of 
knowledge with other ontological structures. 
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APPENDIX 
The translation of the french description :  
City Aniane church Saint-Sauveur. Painting representing 

Saint Benoît d'Aniane and Saint Benoît of Nursie offering to 
God the Father the new abbey church of Aniane. This 
Painting is situated in the choir and placed in 3,50 m above 
the ground. It is an oil painting on canvas framed in a gilt 
wood frame. His height is 420 cm width is 250 cm. It is a 
painting of the XVIIth century. He is signed bottom on the 
right by Antoine Ranc. It is a picture in a poor state of 
preservation a cracks network spread throughout the entire 
painting area. 
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GAMELAN: A Knowledge Management Approach
for Digital Audio Production Workflows

Karim Barkati 1 and Alain Bonardi 2 and Antoine Vincent 3 and Francis Rousseaux 4

Abstract. The ongoing french research project GAMELAN aims
at demonstrating how knowledge management principles and tech-
nics could serve digital audio production workflows management,
analysis and preservation. In this position paper, we present both the
production stakes of such an approach and the technical and scien-
tific knowledge strategies we are developing, through the coupling of
both knowledge and process engineerings.

1 INTRODUCTION

GAMELAN5 is an ongoing french research project, which name
means “An environment for management and archival of digital mu-
sic and audio”. It aims at answering specific needs regarding digi-
tal audio production – like interoperability, reusability, preservation
and digital rights management – while striving to settle knowledge
management issues, combining knowledge engineering with process
engineering.

1.1 Digital audio production stakes

From a social standpoint, the large and growing number of users of
audio environments for personal or applied production makes this
field one of the richest in evolution. However, the complexity of the
production management is a well known effect in the community and
is often described as an inconsistency between the tools used. Indeed,
the industry provides more and more powerful tools but regardless
of global usage: users combine multiple tools simultaneously or con-
stantly alternating from one tool to another.

From a legal standpoint, there is a real problem of contents track-
ing, given their multiple uses or changes in production. Till now, au-
dio production systems keep no operational track that would allow
following up the rights associated with each element.

Thereby, the GAMELAN project goals spread on four levels:

Production Environments — Keep track of all actions, since the
starting material to finished product; organize production elements
(files, software) in structures included as components of the envi-
ronment; formalize the knowledge generated during the process.

1 Institut de Recherche et Coordination Acoustique/Musique (IRCAM),
France; email: karim.barkati@ircam.fr

2 Paris 8 University, EA 1572 – CICM & IRCAM, France; email:
alain.bonardi@ircam.fr

3 Université de Technologie de Compiègne, Laboratoire Heudiasyc, UMR
7253 CNRS, France; email: antoine.vincent@hds.utc.fr

4 Reims Champagne-Ardenne University, CReSTIC EA 3804 & IRCAM,
France; email: francis.rousseaux@univ-reims.fr

5 http://www.gamelan-projet.fr, “Un environnement pour la Gestion et
l’Archivage de la Musique Et de L’Audio Numériques”.

Preservation Strategies — Use the production environment as a
platform for preservation; extract structures and knowledge to
simplify future access to the environment; apply OAIS6 method-
ologies, allowing reuse of the environment and its components.

Reuse of productions — Restructure the production elements with
new objectives, adding other materials and editing the links and
the overall structure (repurposing, back-catalog rework); use sub-
sets of the environment to generate new environments and facil-
itate the process deconstruction and reconstruction for intentions
analysis.

Digital rights management — Enable traceability of content on a
production to manage user rights. Detect and warn for missing
DRM information (artists name, location, person in charge of the
production) during the production process itself, from creation
patterns specification.

1.2 Use cases and technical functionalities
The technical goal of GAMELAN research project is to create a soft-
ware environment (also called GAMELAN), integrating musical and
sound production softwares, and able to fully describe the workflow,
from source to final product. GAMELAN conforms to Open Source
Initiative criteria, is free, and defines guidelines to allow the meta-
environment to extract specific software information.

We elaborated three use cases relying on the different expertises
of project partners.

CD production at EMI Music — On digital audio workstations
(“DAWs”, like ProTools or Audacity). CD production workflow
involves recording, mixing and mastering steps. The main related
test case consists in removing a particular track from a song for
repurposing (like the voice for karaoke edit), the second one in
identifying all contributors name to ease rights management.

Acousmatic music creation at INA/GRM — Also on DAWs.
Workflow involves at least mixing and editing steps. The main
test case consists in identifying which file is the “final mix” for
archiving, the second one in identifying eventual versions varying
only in format (compression, number of channels, etc.).

Patch programming at IRCAM — On audio programming envi-
ronments like Max/MSP, for real-time interactive works. The main
test case consists in visualizing structural changes of patches (sub-
patches and abstractions calls) for genetic analysis, the second one
in indexing control parameters values for centralized fine-tuning.

As a meta-environment, GAMELAN traces data during the pro-
duction process and utilizes formalized knowledge upon collected

6 Open Archive Information System.
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data, both during and after production time. Main technical func-
tionalities are tracing, acquisition, ingestion, reasoning, requesting,
browsing, file genealogy visualisation, integrity and authority check-
ing, and archiving.

1.3 Knowledge management issues

On the way to GAMELAN’s goals, we identified three main aspects:

Archival issue — How to work out a representation of the musi-
cal objects that allows to exchange, take back or reproduce them,
while each musical environment is most of the time particular and
contingent? Furthermore, this representation has to be abstract in
that it must be general enough to be valid and usable in other con-
texts, and concrete enough to contain the information necessary
for the reuse of objects.

Cognitive issue — How to characterize and explain the part of the
knowledge necessary to understand and reuse tools and their set-
tings, while the creation process mobilizes a set of intentions and
knowledge rom the author that are only implicitly transcribed in
its use and settings? This information will be included in the ab-
stract representation elaborated in the previous archival issue.

Technical issue — How to make explicit the knowledge about the
creative process as well as production tools despite the hetero-
geneity of abstraction levels of objects and the fragmentation of
objects and tools that do not communicate with each other? More-
over, the worked out representations and models should to be ex-
ploitable in a technical environment that offers the user the ability
to interact with data and structures.

So, the GAMELAN project addresses issues relevant to several
knowledge fields:

• Digital archiving through intelligent preservation;
• Management and capitalization of knowledge;
• Process engineering and knowledge engineering.

The goal here is to define a trace engineering, that is to say in-
termediate objects built by the composer or producer and associated
settings. To reach this goal, we divided the global work into three
main tasks presented in the paper:

• Production process tracking, that should be agnostic;
• Professional knowledge models, that may be hierarchical;
• Work and process representation, that should allow both visualiz-

ing, querying and editing.

2 PRODUCTION PROCESS TRACKING

The first step we consider deals with gathering data, through logging
user interaction events and collecting contextual information.

2.1 The GAMELAN meta-environment

The applicative objective of the project is to create a meta-
environment for music and audio production, capable of integrating
any type of production software, and able to fully describe the work-
flow, from source to final product.

Production
Environment

tool2tool1 . . . tooln

Knowledge
Management

PreservationProcess Model

Figure 1. High-level technical architecture of GAMELAN.

2.1.1 High-level technical architecture

The technical architecture relies on the production environment,
which includes various digital audio production tools at work in the
process, as shown on Fig. 1.

It is based on predefined process models to measure and qualify
the steps and operations performed during a particular process, re-
lated to a unit of knowledge management that provides methods for
evaluating this process and provide at any time the user an evaluation
of the current process and context sensitive help. Therefore, it aims
at providing at all times an overview of the entire process in terms of
progress, quality, and outcome.

Users should be able to control the interaction of this feedback
with their own work, which implies non-intrusiveness and trans-
parency for the meta-environment.

Finally, an archive unit will allow an smart preservation of dig-
ital objects, keeping the “footprint” of the entire process to allow
full traceability. This unit will be based on the OAIS MustiCASPAR
server developed within the CASPAR project [8], and adapted to the
preservation of the production process.

2.1.2 Operational tracking

Considering the dynamic nature of knowledge is a key issue in
knowledge engineering. Indeed, whatever the quality of the mod-
eling process and the quantity of knowledge collection, resulting
knowledge traces are then to be mobilized in contexts never com-
pletely predictable and these inscriptions will report a reality that has
evolved by itself. This is the reason why we designed an operational
tracking process as agnostic as possible, through messaging, tracing
and logging.

The messaging part relies on an open-source standard commonly
used in the computer music community, namely OSC7, developed at
UC Berkeley [15], which is a communication protocol for modern
networking technology, with a client/server architecture (UDP and
TCP).

In order to produce usage data [10, 13], we hacked open-source
domain production softwares, like Audacity8, to send a complete
OSC message each time the user performs an action through the soft-
ware, build with:

• Application name

7 http://opensoundcontrol.org/, Open-sound control.
8 http://audacity.sourceforge.net, an open source software for recording and

editing sounds.
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• Application version number
• Time stamp
• Function name
• Function parameters

We developed a tracing and logging application (the tracker) that
both logs every message received during the production, only adding
a reception time stamp, and keeps track of every version of modified
files, tracking also file system messages, for file genealogy analysis
and preservation purposes.

Hereafter are excerpts of log files, reduced to fit here (timestamps
and/or other information are removed).

OSCMessages.txt
audacity 1.3 FileNew
audacity 1.3 FileSaveAs test.aup
audacity 1.3 ImportAudio test.aup noise.wav
audacity 1.3 ImportAudio test.aup clicks.wav
audacity 1.3 Selection mix.aif ”noise”, ”clicks”; Begin=”1.9314”; End=”10.0114”
audacity 1.3 ExportAudio test.aup mix.aif
audacity 1.3 FileClosed test.aup

CurrentApplication.txt
2012-07-09 10:09:36544633 +02 ApplicationActivated net.sourceforge.audacity
2012-07-09 10:09:36582045 +02 ApplicationActivated com.apple.dt.Xcode
2012-07-09 10:09:36593654 +02 ApplicationActivated com.apple.finder

FolderState.txt
folder-state 0 2012-07-10 16:22:58961547 +02
2012-01-20 18:07:65253000 +01 noise.wav
2012-01-20 18:07:65253000 +01 clicks.wav
...
folder-state 7 2012-07-10 16:23:58981517 +02
2012-01-20 18:07:65253000 +01 noise.wav
2012-01-20 18:07:65253000 +01 clicks.wav
2012-07-10 16:23:58980000 +02 test.aup
...
folder-state 21 2012-07-10 16:23:59005107 +02
2012-01-20 18:07:65253000 +01 noise.wav
2012-01-20 18:07:65253000 +01 clicks.wav
2012-07-10 16:23:59005000 +02 mix.aif
2012-07-10 16:23:58980000 +02 test.aup

2.1.3 Manual informing

Knowledge management as defined in our project requires further in-
formation that can not be inferred from the software activity logging.
Indeed, a set of primary contextual information must be given by a
human operator, like the user’s name and the title of the work being
produced. But a design dilemma immediately appears: on the one
hand, the more contextual information feeds the system, the more
informative might be the knowledge management, but on the other
hand, the more a system asks a user to enter data, the more the user
may reject the system [4].

In our case, the balance between quantity and quality of infor-
mation has to be adjusted in a close relationship with the strongly-
commited ontology we are incrementally developing with domain
experts [14] and presented thereafter.

Temporal modalities have also to be anticipated in the informa-
tion system, since the operational manual informing phase can be
entered either at the same time that the production phase or tempo-
rally uncoupled, either by the producing user (e.g. a composer) or by
an external agent (e.g. a secretary). Moreover, crucial missing data
detection by the knowledge management system is a key feature of
the project, as information integrity checking.

2.2 Managing knowledge flows
2.2.1 Ontology-driven KM

As we saw, the manual informing part of the system strongly de-
pends of the domain ontology, but this is not the only part. Indeed,

knowledge management depends on the ability to transform data and
information into knowledge, according to Ackoff’s model [1], and
it turns out that ontologies are key tools in this transition process
[9, 6]. We incrementally developed a strongly-commited differential
ontology dedicated to audio production, dipping in productions with
experts, in the OWL formalism.

In our system, except for the operational tracking that has to re-
main agnostic, the ontology drives all functional modules:

Data — The informer module we saw previously for contextual user
data, especially for the entry interface design;

Information — The preprocessing module that prepares raw data
(both usage data and user data) according to the ontology;

Knowledge — The semantic engine reasoning on the preprocessed
information, and allowing requests;

Understanding — The browser module for data browsing and edi-
tion, and the viewer module that provides global graphical repre-
sentations, like file genealogy trees.

The central position of the ontology comes from its semantic ca-
pabilities and justifies deep research toward professional knowledge
modeling in music.

2.2.2 Production process tracing

We distinguish between user data and usage data. The former corre-
sponds to the manual informing data and the latter to the automatic
tracking data. In the computer music field, this production process
tracing has never been done yet. We asked for use cases to domain
professionals (cf. Section 1.2) in order to reproduce relevant user in-
teraction with the production meta-environment.

This strategy aims several beneficiaries and time horizons:

In the immediate time of production — The composer, audio pro-
ducer, may turn back its own work during the production, to ex-
plore various options or correct the undesirable consequences; it
can be for example a selective “undo” instruction given to cancel
an operation; it is also, for the composer or the sound engineer an
opportunity to see and understand the overall work of composition
or production.

In the intermediate time of collection — The composer, or the in-
stitution that manages its works, may return on a given work to
recreate or reuse the content components.

In the long term preservation — The work becomes a memory
and a relic, the challenge is to preserve the artistic and technical
information to understand, interpret and re-perform.

3 PROFESSIONAL KNOWLEDGE MODEL
3.1 Modeling context
It is common to begin the modeling phase by a corpus analysis, usu-
ally from a collection of candidates-documents selected depending
on their relevance [12]. But in our case study, we have no written doc-
ument that can provide support to terms selection: vocabulary, and by
extension, all production work relies on musical practices that are ac-
quired more by experience than by teaching. Indeed, every musical
work is a prototype in the sense of Elie During, as “the most per-
fect example, the more accurate”, where each creation is an object
“ideal and experimental”: this uniqueness leads to a possibly infinite
number of ways to create [5]. Thus, to achieve this essential phase
of study, we design ourselves our corpus, which is rather unusual, by
following several musical productions to find out invariants.
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We do not seek to explain sound nor music (the what, like Mu-
sicXML kind of languages) but the way it is produced (the how),
i.e. a formal language for audio production process. This language
is devoted to the representation of what we might call the “musical
level”, referring to the “knowledge level” of Allen Newell: we want
to represent the work at the right abstraction level, neither too con-
crete because too technology dependent and therefore highly subject
to obsolescence, nor not enough because information would be too
vague to be usable [11].

3.2 Main test cases

The GAMELAN project embraces various creative practices, related
to the partners core business who defined three main test cases:

IRCAM Recovery assistance and synthesis of information from one
phase to another of a record. We followed the recording and edit-
ing situation of the piece “Nuages gris” of Franz Liszt in the
“Liszt as a Traveler” CD played by pianist Emmanuelle Swiercz.
— Identify and represent the work of the sessions in two dimen-
sions by time and by agent, all the events of one session (creation,
update, export), and the dependencies of import and export files
between sessions.

INA/GRM Identification of files that have contributed to the final
version of a work. We log every DAW operation of composer Yann
Geslin during the composition of a jingle. — Ensure that the file
called “Final-Mixdown” is actually the one that produced the last
audio files of the work; identify possible format changes (stereo,
8-channel, mp3); identify the intermediate versions.

EMI Music Recovery and edit of past productions. We plan to test
the replacement of the drum from a recording made under GAME-
LAN. — Accurately identify which tracks to replay; substitute to
an identified track for another; replay the final mix session with
the replaced tracks.

3.3 Production process modeling

To create the representation language of the production process, we
apply the Archonte9 method of Bachimont [2].

Our production process modeling work followed three steps:

1. Normalization of the meanings of selected terms and classifica-
tion in an ontological tree, specifying the relations of similarity
between each concept and its father concept and/or brothers con-
cepts: we then have a differential ontology;

2. Formalization of knowledge, adding properties to concepts or con-
straining relation fields, to obtain an referential ontology;

3. Operationalization in the representation language, in the form of a
computational ontology.

After a phase of collection of our corpus and the selection of can-
didate terms, we took the first step in the form of a taxonomy of
concepts, in which we strived to maintain a strong semantic commit-
ment in supporting the principles of the differential semantics the-
ory presented thereafter. This taxonomy has been performed itera-
tively, since it is dependent on our participation in various produc-
tions. Thus, at each new integration to the creation or the updating of
a work, we flatten and question our taxonomy and term normaliza-
tion, in order to verify that the semantic commitment is respected.

9 ARCHitecture for ONTological Elaborating.

For incremental development and testing, we divided the on-
tology in two parts: the one as a model, with classes and prop-
erties, uploaded on a dedicated server icm.ircam.fr10, the
other as conform data sets, with individuals, uploaded on an
OWL server (OpenRDF Sesame plus the OWLIM-Lite plugin)
gsemantic.ircam.fr11. For common features, we import stan-
dard ontologies, like vCard12 for standard identity information, so we
will only detail the making of the domain ontology in this article.

3.4 The differential approach
In short, the differential approach for ontology elaboration system-
atically investigates the similarity and difference relations between
each concept, its parent concept and its sibling concepts. So, in de-
veloping this structure, we tried to respect a strong ontological com-
mitment by applying a semantic normalization, that is to say that for
each concept, we ask the four differential questions of Table 1.

S. w/ P. – Why does this concept inherit from its parent concept?
D. w/ P. – Why is this concept different from its parent concept?
S. w/ S. – Why is this concept similar to its sibling concepts?
D. w/ S. – Why is this concept different from its sibling concepts?

Table 1. The four differential questions.

To realize practically this semantic normalization task, we used
softwares DOE13 [3] and Protégé14, for both concepts and relations
taxonomies building, refining and exporting (RDFS, OWL, etc.). At
the end of this recursive process, we obtained a domain-specific dif-
ferential ontology (see excerpt on Fig. 2), where the meaning of all
terms have been normalized and that allows to develop the vocabu-
lary needed for the next steps to reach the development of the repre-
sentation language of the audio production process.

As a result of the differential method, domain vocabulary mostly
lies in leaves of such an ontological tree: work, performance, ver-
sion; connection, graphical object, track, region; association, en-
terprise, institute; musical score, instrument, brass, strings, percus-
sions, winds; effect box, synthesizer; file, session file, program; cre-
ate, delete, edit; content import, content export; listen, play, work
session, current selection; etc. A large set of properties completes
this domain ontology.

4 WORK AND PROCESS REPRESENTATIONS
The idea of such a meta-environment as GAMELAN, viewed as
a trace-based system (cf. Fig. 3) meets clear needs in the commu-
nity, as mentioned before. Moreover, while the operational meta-
environment is still under development, our ontological work already
points to the solution of various scientific challenges:

• Representation language for managing the creation process;
• Description language for representing the content of a work, in the

diversity of its components;
• Integration of both languages in a single control environment.

10 http://icm.ircam.fr/gamelan/ontology/2012/07/10/SoundProduction.owl
11 http://gsemantic.ircam.fr:8080/openrdf-workbench/repositories/
12 http://www.w3.org/Submission/vcard-rdf
13 http://www.eurecom.fr/∼troncy/DOE/, Differential Ontology Editor.
14 http://protege.stanford.edu/
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Figure 3. Schema of GAMELAN trace-based system.

4.1 Content description language

The descriptive approach is not to keep the content stored, because
content is usually partial, incomplete or poorly defined (ad hoc for-
mats, imperfect knowledge of it, etc.). Rather, it is better to retain a
description of the content that enables to reproduce it. The descrip-
tion may include the main points to reproduce, the author’s intention
to comply [7], the graphical appearance, etc.

So, the description of the content of a work is an approach increas-
ingly adopted in response to the technical complexity (mostly digital)
of content: instead of maintaining a technical object that we may no
longer know how to handle, we shall construct a description to rein-
vent this object with the tools we will have at hand when the time
comes. Such a description necessarily introduces a deviation from
the original: the challenge being that this difference does not affect
the integrity nor the authenticity of the work.

The main question is how to determine such a description lan-
guage. The score used in the so-called classical music, is a good
example of such a language. Instead of stepping on the impossible
task to keep a musical object before recording techniques, musicians
preferred to keep the instructions to create it. Now, the complexity of
the works, the mutability and fragility of digital imply that it is im-
possible to guarantee that a technical object will still be executable
and manipulated in the future.

Several approaches are possible, but some semiotic and logic work
has to be conducted to identify such a description stage:

• Semiotic, because it is necessary to characterize the objects mo-
bilized in a production, define their significance and propose an
associated representation;

• Logical, since this representation must be enrolled in a language
for control actions in the proposed meta-environment.

4.2 Time axis reconstruction
The proposed description must also be temporal and allow browsing
of the different states of the work. The representation of time must be
done in terms of versions, traces of transformations, to offer the user
the ability to revert to previous states and build new states by reusing
some earlier versions of objects composing his work.

Indeed, in the final stage of production, archiving of music and
sound production is generally confined to the archiving of a final
version (“mastered”). Whereafter it is clearly impossible from this
single object to trace the production history, nor to take back and
modify the process in a different perspective, while informed musical
remix is a clear identified need with repurposing aims.

This lead us to ensure strong timing properties through our trace-
based system, not only time stamping user events from the pro-
duction tools when emitting messages, but also independently time
stamping a second time these events in the logging module when re-
ceiving messages. This allows us to reconstruct the time axis of the
production safely.

4.3 Database browsing and timeline visualization
Here, the digital archival issue of provenance should be avoided or at
least diminished upstream the ingest step, thanks to knowledge man-
agement. The GAMELAN meta-environment is intended to be able
to detect crucial missing information by reasoning on the combina-
tion of software traces and user information. This important features,
dedicated to the trace user, are carried out through common knowl-
edge management tools, namely:

• Domain ontology;
• Trace database;
• Query engine;
• Semantic repository;

Besides, a timeline visualization tool brings a global view to help
the answers understanding, typically showing the genealogy of the
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files used during the production. For example, GAMELAN can in-
fer which files were used to compose a mixed file, hierarchically, and
also deduce which is the “last mix” in a set of file; this kind of knowl-
edge is of prime importance when a composer or a producer decides
to remix a work years latter.

4.4 Creation patterns
Now that our ontology has reached a decent level and stabilizes, we
enter a second phase of our ontological research: creation patterns
design. These patterns will define audio creation acts. The use of
these patterns will allow to represent a set of actions with a musical
meaning, incorporating the vocabulary developed in the ontology.

Technically, we chose to stick to the OWL formalism, instead of
switching to process languages like BPMN, to describe and analyse
some relations between ontology objects with domain experts, espe-
cially for relations that they stressed as being of prime importance
regarding test cases.

From these creation patterns, we intend to derive query patterns, in
an automated way as much as possible. Indeed, a common formalism
between the ontology and the creation patterns ease both reuse of the
vocabulary during the pattern design phase and the translation into
query patterns, especially when using compliant query languages like
SPARQL as we do on our Sesame repository.

Knowledge will be then bilocalized: on the semantic repository
side for objects of the trace database, and on the integrity and authen-
ticity checker side for the formalized relations of the query patterns
base.

5 CONCLUSION
Along this position paper of the GAMELAN research project, we
presented how a knowledge management approach for digital audio
production workflows could be of great utility at several time hori-
zons: in the immediate time of production, in the intermediate time
of collection, and in the long term preservation.

We also detailled how we are combining a trace-based architec-
ture and an ontology-driven knowledge management system, the
latter being build upon differential semantics theory. Technically,
semi-automatic production process tracking feeds a semantic engine
driven by production process ontology levels. Clearly, this requires
both knowledge engineering and process engineering but also digital
preservation methods awareness.

At last, the project will provide the following results:

• A software environment, published as free software, used to drive
selected production tools and capable to accommodate to other
tools later on, thanks to its openness;

• A representation and description language of manipulated content,
including their temporal variation and transformation;

• A representation language of the digital audio creation process.

ACKNOWLEDGEMENTS
The GAMELAN project is funded by French National Research
Agency. It started in 2009 and will end in 2013. The partners are:

• IRCAM (Institut de Recherche et Coordination Acoustique/
Musique),

• Heudiasyc – UMR 7253 CNRS UTC,
• INA (Institut National de l’Audiovisuel),
• EMI Music France.

REFERENCES
[1] R.L. Ackoff, ‘From data to wisdom’, Journal of applied systems anal-

ysis, 16(1), 3–9, (1989).
[2] B. Bachimont, ‘Ingénierie des connaissances’, Hermes Lavoisier, Paris,

(2007).
[3] B. Bachimont, A. Isaac, and R. Troncy, ‘Semantic commitment for de-

signing ontologies: a proposal’, Knowledge Engineering and Knowl-
edge Management: Ontologies and the Semantic Web, 211–258, (2002).

[4] H. Barki and J. Hartwick, ‘Measuring user participation, user involve-
ment, and user attitude’, Mis Quarterly, 59–82, (1994).

[5] Elie During, ‘Entretien avec Franck Madlener’, in L’Étincelle, ed., Ir-
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rejouer et préserver les œuvres contemporaines’, in Journées franco-
phones d’ingénierie des connaissances (accepted), (2012).

[15] M. Wright, A. Freed, and A. Momeni, ‘Opensound control: state of
the art 2003’, in Proceedings of the 2003 conference on New interfaces
for musical expression, pp. 153–160. National University of Singapore,
(2003).

80



Knowledge Management applied to Electronic Public Procurement  

Helena Lindskog 
Helena.lindskog@liu.se 

Department of Management and Engineering 
Linköping University 

Sweden 
 

Danielle Boulanger 
db@ univ-lyon3.fr 

& 
Eunika Mercier-Laurent 

e.mercier-laurent@univ-lyon3.fr 
MODEME, IAE Research Center 

University Jean Moulin, Lyon3 
France 

Abstract 
Public procurement is a knowledge-based process. It involves, amongst others the knowledge of 
needs and trends, knowledge of concerned products or services, on their evolution in time and 
knowledge about actors able to offer them. The knowledge of political and legal context should 
be also considered as well as the environmental and social impact. Electronic procurement aims 
in reducing the amount of paper, but also in quicker and more knowledgeable processing of 
proposals and decision taking. We consider procurement activity as a part of a global 
organizational knowledge flow. This work goal is to analyze the whole process, identify the 
elements of knowledge necessary for successful purchase processing and to study the 
contribution of AI approaches and techniques to support the above elements.  
 
 

1. Public Procurement 
Purchasing is one of the most important activities for any kind of organisation. Axelsson and 
Håkansson (1984) define three different roles for purchasing:  
 

- The rationalization role – to buy at very competitive prices which will put pressure on 
supplier efficiency. 

- The developing role – to monitor the technical development (product and process) in 
different supplier segments and to encourage the suppliers to undertake technical 
development projects. 

- The structuring role – to develop and maintain a supplier structure with a high potential 
for both development and efficiency. 

. While purchasing is in many ways similar for both public and private sectors, public 
procurement is in almost all situations and countries regulated by a specific legislation, which is 
stricter than the one that regulates the private sector's purchasing activities. For example, in 
public procurement environment the Request for Proposal (RfP) after it has been published 
cannot be changed, there is a possibility to appeal for suppliers if they consider themselves of 
being unfairly treated in the tendering process and must be taken into consideration not only 
economical but also political goals such as environmental and societal. The closest similarity 
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between public procurement and private purchasing is probably in the case of acquisitions of 
large investments, often called project purchasing (see Ahlström, 2000; Bonnacorsi et al., 1996; 
Gelderman et al., 2006; Gunther and Bonnacorsi, 1996; Roodhooft and van der Abeelle, 2006). 
 
Public procurement activities by European Union member states are based on the principles from 
the Treaty of Rome (1957) aiming for establishing the free market within the EU is the base for 
public procurement and follows five fundamental principles: 
Non-discrimination – all discrimination based on nationality or by giving preferences to local 

companies is prohibited. 
Equal treatment – all suppliers involved in a procurement procedure must be treated equally. 
Transparency – the procurement process must be characterized by predictability and openness. 
Proportionality – the qualification requirements must have a natural relation to the supplies, 

services or works that are being procured. 
Mutual recognition – the documents and certificates issued by the appropriate authority in a 

member state must be accepted in the other member states. 
 
A considerable part of all purchasing activities on any national market is due to public 
procurement and corresponds to around 17% of the European Union’s GDP,.. at the 
local/regional level public procurement can easily reach the double of that in terms of 
percentage of public expenditure. For the example, a study of public procurement across Baltic 
city metropolises(3) shows that public procurement accounts for 40% of the city budget in 
Helsinki and 30% in Stockholm. (CORDIS – Community Research and development of 
Information Service, http://cordis.europa.eu/fp7/ict/pcp/key_en.html ) 
 
Knowledge Management combined with electronic way to carry out procurement activities can 
play a great role in increasing the efficiency of the whole process. 
 

2. Method 
 
The method we apply to study the procurement process in the light of knowledge flow is those of 
bottom-up supervised by a top down (Mercier-Laurent, 2007). It consists in studying first the 
process of procurement from activity, involved actors and a related flow of knowledge points of 
view. It includes internal and external sources of knowledge. The KADS1 way of thinking help 
in this analysis – what is the goal, what are the knowledge involved in solving the given 
problem, what is the context (external knowledge, legal, environmental…) and what actions we 
suggest to solve a given problem (Breuker, 1997). 
We also apply the needs engineering  (Mercier-Laurent 2007 and 2011) to know and discover the 
unexpressed needs. It consists in observing the users activity and working with them on the 
future system functionalities. While the most actors focus on expressed needs, the unexpressed 
needs are the base of innovation.  
The analysis of a knowledge flow will be a base of future organization of knowledge to support 
the procurement activity in connection with the others organization processes. 
The KNUT project results are our starting point. 
 
 
                                                             
1 Knowledge Acquisision Design Systems – European project Esprit 2 
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3. Electronic Public Procurement 
 
Electronic procurement has over a number of years gained recognition in both private and public 
sectors. More and more parts of the procurement process are done electronically, even to carry 
out the whole tendering process electronically. Leukel and Maniatopoulos (2005) define in a 
public sector context, e-Procurement as a collective term for a range of different technologies 
that can be used to automate the internal and external processes associated with the sourcing 
and ordering process of goods and services. 
In Sweden, in December 2005, Verva2 published a report for a national action plan of 
procurement stressing that both buyers and suppliers would benefit from electronic methods for 
procurement and that the whole procurement process from planning to billing should and could 
be done electronically. Sveriges Kommuner och Landsting (The Swedish Association of Local 
Authorities and Regions) is heading another important Swedish project - SFTI (Single Face to 
Industry) that aims to standardise the communication between public and private organisations. 
It has received international attention.  
The Swedish research project KNUT (Electronic Public Procurement of Telecommunications 
Services), sponsored by the Swedish government agency Vinnova3, was an attempt to develop 
electronically the missing parts of the whole public procurement process by in a systematic and 
structured way collect and analyze needs and incorporate the legacy system. This approach is of 
special importance in the public procurement environment, since after the publishing of the RfP, 
no changes can take place. When the pre-formal phases of the public procurement process are 
carried out electronically, the results can be directly transferred to the electronically produced 
RfP. One of the objectives of the project was to increase the number of SMEs to participate in 
the public procurements. (Lindskog, 2010) 
 
The first parts of the procurement process to be standardized and electronically applied were 
ordering and billing. This is due to the relatively low complexity and limited number of solutions 
for these parts of the procurement process. 
 
According to IDABC - Interoperable Delivery of European eGovernment Services to public 
Administrations, Businesses and Citizens (2009) eProcurement can benefit: 
Public Administrations: eProcurement should minimize the time and effort expended by 
administrations and contracting authorities for organizing public procurement competitions. 
Businesses: It will also benefit enterprises keen to trade across borders, by giving them 
improved and easier access to public procurement opportunities across Europe. 
Citizens: Making procurement procedures available to a larger audience of suppliers enables 
the public sector to purchase goods and services at more economically advantageous prices. 
Citizens will have reassurance that their administrations are spending money in a more cost-
effective manner. 
 
                                                             
2 Verva was one of the Swedish Government’s central advisory agencies. Today, public coordination of framework 
contracts concerning products and services for the entire public sector in the fields of information and 
communications is carried out by Kammarkollegiet.  
3 Vinnova - (Swedish Governmental Agency for Innovation Systems) is a State authority that aims to promote 
growth and prosperity throughout Sweden. The particular area of responsibility comprises innovations linked to 
research and development. The tasks are to fund needs-driven research required by a competitive business and 
industrial sector and a flourishing society, and to strengthen the networks that are necessary parts of this work. 
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The implications of electronic public procurement and the objectives for using electronic public 
procurement are many and can be summarized as: 

 To reduce public sector spending  
In the context of public procurement, cost reduction can be divided into three types: 

o Overall 
The reduction can be achieved by purchasing goods and/or services that correspond 
to the authorities’ specific needs (not too much, which could unnecessarily increase 
costs, or too little, which risks not meeting the authority’s current and future needs) 
or by changing internal processes using new technologies or other innovative 
approaches. One example can be increased usage of information communication 
technology, which may signify increased cost of purchasing in order to reduce the 
overall cost.  

o For specific service and/or goods  
Standardized procedures and descriptions of products reduce the cost for the 
preparation of tenders. Electronic procurement makes it possible for more suppliers 
to be aware of and easier bid for government contract and/or through economy of 
scale in case of framework contract 

o Of the procurement process  
By using models, standardized procedures for every phase of the public procurement 
process and concentrating on analysis of needs specific for the authority, thus, to 
reduce the amount of time and the number of staff involved in the process. 

 To increase the service level  
Usage of the same standardized procedures and description of goods and services makes it 
easier for the suppliers to know how to bid for the government contracts. Usage of a model 
for the analysis of needs and standardized Request for Proposal reduces the number of 
misunderstandings.  
 To increase the number of SMEs 
 To reduce the dependency on consultants  

Electronic procurement gives the possibility for authorities to use the aggregate knowledge 
from earlier procurements in the same area and of similar type of authorities, thus, to reduce 
the need for external workforces, especially for less qualified type of information. 
 To increase competition 

Standardized procedures, models for structuring needs and requirements, and easier access 
to information about forthcoming public procurements and to electronic RfP facilitate the 
possibility for a bigger number of companies and from more EU countries to participate in 
public procurements 
 To rationalize and increase efficiency  

This is especially valid in case of carrying out the whole procurement process 
electronically. Even a partially electronic process such as for example eInvoicing can give 
substantial gains.  
 To increase the possibility to aggregate knowledge  

Electronic procurement makes it much easier to collect statistics over existing 
procurements and analyze criteria, requirements, contracts and/or outcomes in order to attune 
new specifications and to avoid mistakes. 
 To increase the possibility to put pressure towards more standardization  
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If the statistics based on a big number of procurements show similar difficulties in 
achieving satisfactory results depending on the lack of standards for specific functionality, 
there is pressure on standardization organizations to develop and prioritize standards that are 
in demand by the users. 
 To empower each agency  

Easy access to information about how to make an analysis of needs using appropriate 
models, specify requirements automatically based on analysis of needs and develop a 
Request for Proposal corresponding to an authority’s needs gives the possibility to carry out 
the entire procurement process by the agency itself.  

 
The most important conclusion is that carrying out the whole procurement process electronically 
can lead to considerable gains of rationalisation and efficiency. The upgradeable and scalable 
model enables analysis of needs, collection of information about the legacy of currently valid 
contracts and a direct transformation of these results into the RfP. Thus, the whole process can be 
carried out electronically.  
 

4. Analysis of a Public Agency purchasing activity  
 
The purchasing activity of a public agency is presented in Figure 1. 
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K 2
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K 5
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K 5 – Pro cu rement  st ra te gy
K 6 – Developm en t o f R fP
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K  8 – Decis ion  and  c ont rac t s igni ng
K 9 – Co ntract  admi nist rat ion

Start of th e fo rm al  
pr ocu rem ent p roc es s

 

Figure 1 Public procurement – the purchasing process of a public agency (Lindskog, 2008)  

The organizational buying process has been analyzed and structured by several researchers, 
among them Webster (1965), Robinson, Faris och Wind (1967), Wind and Thomas (1980), and 
Kotler (1997). Their research findings constitute the base for structuring and analysing the public 
procurement process of telecommunications services in the KNUT-project (Lindskog, 2010).  
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The public agency’s buying process shown in Figure 1 is composed of ten phases and some of 
them can be carried out in parallel. The parts K1, K4 and K5 were developed in the KNUT 
project and K6, K7, K8 and K9 are the parts already available on the market. 
 
K0 – Anticipation of need to start a procurement process. At this stage the organization, and 
especially its procurement department, observes the need of a new procurement. The absolutely 
most common reason to anticipate the need of the new procurement is the situation when the 
current contract is about to expire. If this happen close to the expiration date of the valid 
contract, it can be difficult to allocate enough time to carry out all necessary steps such as market 
investigations, analysis of needs, survey of legacy or choosing the procurement strategy. 
 
K1 – Collection and analysis of needs. 
This is an internal activity in order to know what is needed in detail. Collection and analysis of 
needs often start with an analysis of the current situation and sometimes with a formulation of 
vision and strategy to achieve the vision.  The vision can concentrate on “core” activities, 
improvement of the service level towards citizens and businesses, increased efficiency and 
reduction of costs.  
 
K2 – Market investigation – users.  
This is an activity in order to find information about what others already have done in similar 
types of procurements.  To meet other public agencies, private companies and/or users’ 
associations in the own country or abroad and learn from their experiences from procurement of 
telecom services can be a very efficient way to develop RfPs and to avoid repeating errors 
committed by others. In contrast with private companies, there is no competition between public 
agencies, which gives possibilities to exchange experiences regarding suppliers, procurement 
process and internal difficulties. This input can be very valuable for the procuring agency in 
order to avoid problems or at least to be conscious of their existence.  
 
K3 – Market investigation – suppliers  
Public agencies are allowed to have contacts with manufacturers, operators and standardization 
organizations in the pre-study and market investigation phase. It is important to make use of this 
possibility in order to avoid unrealistic or costly requirements as well as to avoid missing 
important “in the pipeline” future services, solutions or functions. 
 
K4 – Collection of information regarding legacy 
This is an internal activity that investigates and collects information about already existing 
contracts and equipment within the organization. The most important parts of this investigation 
in case of telecommunications are legacies in form of ownership of properties, PABX4s, terminal 
equipment, and routers, and own networks such as building wiring or municipal broadband 
network. Other important parts are currently valid contracts on fixed connections, telephony 
services, switched board operators services, call center services etc. All these aspects must be 
taken into account in the development of the RfP. 
 
K5 – Choice of procurement strategy  

                                                             
4 PABX – Private Automatic Branch Exchange 
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In this activity, the procuring organization investigates possible procurement scenarios and 
carries out the analysis of the consequences for each of these scenarios. The choice of the 
procurement scenario heavily depends on earlier undertaken investigations in K1, K2, K3 and 
K4.  
In case of procurement of telecommunications, the KNUT project found three main scenarios: 

1. Purchase of equipment,  
2. Leasing of equipment 
3. Service procurement (procurement of function) 

Each of the main scenarios has several sub scenarios. 
 
K6 – Development of Request for Proposal (RfP) 
The development of the RfP is the central internal activity for public procurement. It includes 
structuring of mandatory and non-mandatory requirements, decision upon evaluation criteria, and 
often also contract proposal. Phases K1, K4 and K5 are input values for this activity. In the case 
of well carried out analysis of needs, legacy and choice of procurement strategy, the 
development of the RfP can be done automatically, i.e. electronically. With the development of 
the RfP starts the formal procurement process. The RfP cannot be changed after being published. 
 
K7 – Evaluation of tenders 
Tenders that do not comply with mandatory requirements are rejected and most of the evaluation 
will be concentrated on non-mandatory requirements and prices following the evaluation criteria. 
As a result one or several suppliers are chosen for decision taking. 
 
K8 - Decision taking and contract signing  
Decision taken by the procuring organization is valid only after giving during the stipulated time 
the possibility for the loosing tenderers to make a court appeal if they consider themselves being 
mistreated. 
 
K9 – Ordering and invoicing, and follow-up – After the contract is signed and up and running, 
the delivery and invoicing period starts depending on the type of goods or services. In case of 
framework contracts from a designated agency that procures on behalf of other public agencies, 
it is necessary to have a call-off contract with each specific agency that is calling off from the 
framework contract. The delivery and invoicing is to the calling-off agency. In order to learn 
from the specific procurement, both buyer and supplier should measure customer satisfaction and 
results/profits. This is an important and valuable input for decision making for tendering in other 
procurements in the same area. 
 
The KNUT project aimed especially on the development of a model and a tool for the phases K1, 
K4 and K5 since the information from these phases can directly be transferred to already existing 
electronic procurement tools for the development of the RfP. The KNUT project developed the 
methodology and a tool for purchasing telecommunications services. The results of the project 
were tested in a real life procurement of telecommunications services in Swedish local 
community Lindesberg.  
 
The experiences from this procurement could be used for procurements of telecommunications 
services by other entities and/or as a model for development of similar applications for other 
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complex procurements. Possibly the most important learnt lesson from this the project and the 
test is that carrying out of the phases (K0 – K5) before the formal procurement phase starts are 
crucial in order to achieve the best results and it is also in these phases that the usage of 
Knowledge Management methods can of great help. 
 
 

5. The role of Knowledge Management in Electronic Public Procurement 
 
Knowledge Management (KM) has been introduced as a new management method in the late 
1980s (Drucker 1992, Savage, 1990, Amidon, 1997) and a decade latter via ICT, mainly without 
taking into account artificial intelligence approaches and techniques. While one of the objectives 
of Artificial Intelligence (AI) has been always knowledge modelling and processing, the KM 
have been introduced in early 1990s via Corporate Memory concept (CEDIAG, 1991). Corporate 
Knowledge goal is to build an optimized knowledge flow for a given organization using 
conceptual knowledge modelling and storage, intelligent access to knowledge (semantic 
navigation in the knowledge repository) and make it available for decision taking (Mercier-
Laurent). KADS5, conceived for designing the knowledge-based systems (Dolenc, 1996) takes 
into account the contextual knowledge, which is, in many cases, essential in decision taking 
process. The importance of external knowledge of stakeholders, including clients (Amidon, 
1997, Mercier-Laurent, 2011) for the organizational strategy has been understood in the same 
period. The definion of Knowledge Management we use is following:  
The organized and optimized system of initiatives, methods and tools designed to create an 
optimal flow of knowledge within and throughout an extended enterprise to ensure stakeholders 
success (Amidon, 1997, Mercier-Laurent, 1997). 
According to this definition, AI plays an essential role in the optimizing of the knowledge flow 
and processing the knowledge elements influencing the success of all participants. 
 
In the case of public procurement process, the related internal knowledge contains the elements 
such as needs, potential suppliers, technical knowledge, available technology, past projects and 
experience. 
The elements of external knowledge are legal, political, environmental, economic and 
technological nature.  
The electronic procurement allow reducing paper, but also introducing the new way of thinking 
relative to usage of this media and instantaneous access to world base of information. Instead of 
reproducing the paper mechanism, it allows innovating in the way of preparing, diffusing and 
processing the proposals as well as in the way of capturing the opportunity and decision taking. 
 
5.1. Knowledge flow for e-procurement 
 
Considering the process presented in Figure 1, each step needs knowledge to act. Some elements 
of knowledge are shared by several steps. The steps organization could be considered as a flow 
of knowledge. The process of procurement exchange knowledge with other organizational 
processes, such as services provided to citizens and/or enterprises (for example tax collection, 
healthcare, car registration and so on) and practically all internal processes. 
 
                                                             
5 Knowledge Acquisition Design Systems, European project 
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A preliminary analysis of a knowledge flow related to e-procurement process is presented in 
Figure 2 
 

 
 
Figure 2 Knowledge flow for procurement process 
 
The anticipation and definition of needs involve the elements as knowledge on existing contracts 
and constraints, vision, strategy and related tactics. At this stage the business intelligence (BI) 
techniques (text mining, semantic search…) can be helpful. BI is also useful in continuous 
discovering of new opportunities. Collection and analysis of needs can be improved by adding 
“needs discovery” aspects (Mercier-Laurent, 2007). It includes the involvement of selected users 
into the process. In function of a type of organization it may include the knowledge about 
citizens and businesses. 
Market investigation involves knowledge on similar types of procurement, about experiences, 
users and suppliers. This knowledge can enhance the effectiveness of the whole process. A 
system of practice collection and processing, using for ex analogy could be an added value. The 
opening to external knowledge, such as experience with suppliers and tools is vital. 
The information on legacy and other constraints to be considered can be collected by all 
participants and semantic search. 
Choice of procurement strategy and tactics will be based on knowledge of benefits related to the 
various scenarios (purchase, leasing or function procurement). Corporate Social Responsibility 
(CSR) and norms encourage choosing rather the last scenario, if possible. The benefits and 
impact of a given choice can be simulated to help decision taking. 
Knowledge modeling techniques can help in quicker RfP construction. The phase of proposals 
evaluation may use a decision support system and constraint programming. 
 
The described flow is the first step of Knowledge Management approach. It should be improved 
by working on KNUT project case  
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6. Conclusions and perspectives 

 
Public procurement can be a first step in introducing a knowledge management approach in 
organizations (bottom-up method). The described case is just a beginning of a larger project 
which could be followed by a PhD student working on a real case.  
The Knowledge Management approach will increase the efficiency of the procurement process 
by organizing and optimizing related knowledge collection, modeling and processing. The reuse 
of existing knowledge components and experiences, as well as the quick access to relevant 
information will help the quicker development of RfP, a decision support system will assist in 
the process of evaluation and choice of supplier. AI approaches and techniques can bring a 
significant help in knowledge gathering, modeling, reusing as well as in discovering knowledge 
from data or text. Concerning SMEs the whole procedure should be simplified to focus on 
essential. A SME can not spend a month answering if it is not sure to gain the contract.  
The integration of Corporate Social Responsibility will bring a feedback to e-procurement 
policies and process. 
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Collective intelligence for Evaluating Synergy in 
Collaborative Innovation  

Ayca Altay and Gulgun Kayakutlu 1 
 
Abstract.1  Collaborative innovation is an unavoidable need for the 
small and medium enterprises (SME) both in terms of economic 
scale and technological knowledge. Risks and the innovation 
power are analyzed for the wealth of collaboration. This paper aims 
to present the synergy index as a multiplier of the innovation power 
of research partners to make the collaboration successful. The 
proposed index can be used with different number of companies in 
collaboration cluster and the synergy maximization is guaranteed 
by using a new particle swarm algorithm, Foraging Search.  This 
paper will give the formulation and criteria of the synergy index in 
detail. A sample synergy index application for the Turkish SMEs 
will clarify the steps to follow. 

1 INTRODUCTION 
Recently an article published in Scientific American illuminated 
one of the main differences between the humans and the animals as 
sharing the knowledge to create cumulative culture [1]. Though it 
is recently biologically proven, we have been using the concept of 
synergy in engineering since the very first project developed to 
create a team work. In the last few years international projects are 
run by in collaboration by public and private authorities causing 
studies and discussions on synergy and conflict [2]. Companies are 
obliged to innovate for competition and are willing to collaborate 
for the unique product/processes/service only after defining the 
team with bigger chance of success [3]. Small and medium 
companies (SME) would like to gratify the collaborative 
innovation with less risk.  
The main approach in the synergy literature is the extraction of 
factors that affect synergy in alliances using case studies [4][5] or 
statistical analyses [6][7]. These studies recommend building 
alliances based on the criteria that have the biggest effect on 
collaborations. Further quantifications are achieved with Multi 
Criteria Decision Making, where partners are selected using the 
criteria extracted in previous studies [8]. In the existence of strict 
goals of alliances, a number of mathematical methods are built. 
Majority of the researchers have exploited and developed recent 
mathematical models involving the goal programming [9] and 
multi-objective programming [10].  
This study has the main objective of proposing a synergy index as 
a multiplier of the innovative power to be maximized for 
successful partnership. It will be presented that when both 
innovation capabilities and the risks are considered through 
internal and external influencers, the synergy created will avoid the 
failure. In order to determine the best team of companies, the 
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possible companies are to be clustered based on all the criteria 
effective for synergy improvement. A collective intelligence 
approach, particle swarm optimization is selected to evaluate the 
collaborative synergy since it has the social component in parallel 
with the knowledge based evaluation [11]. However, the fact that 
the classical particle swarm method is based on balancing the 
exploration and exploitation at the particle level [12] would mean 
individual success of each company. An advanced new particle 
swarm algorithm foraging search is based on creating balance of 
exploitation and exploration at the swarm level as well as particle 
level, which allows us to calculate the collaborative success [13].  
This paper is distinguished and will make contribution to the 
research in three main points: 

 Instead of choosing a partner as studied before, this study 
deals with grouping and clustering of the synergy 
creating SMEs. 

 The criteria studied in this research combines the 
innovative power and risk criteria with the synergy 
which are depicted from the literature and selected by 
industrial experts. 

 Algorithm used in this study is not based on a threshold 
as in goal programming, thus it allows the selection of 
partners even in vague and uncertain conditions.  

This paper is so organized that a literature review on the 
collaborative innovation will be given in the next section and the 
synergy index function will be explained in the third section. 
Foraging Search algorithm that is used to maximize the synergy 
will be explained in the fourth section and the fifth section of the 
paper is reserved for the application. The conclusion and further 
suggestions will be summarized in the last section.   

2 SYNERGY IN COLLABORATIVE 
INNOVATION 

Knowledge based collaboration is the fuel of innovation for the 
SMEs. They are known to be agile in change, but fragile in facing 
the economic fluctuations [14]. Collaborative innovation is mainly 
based on the synergy created by the partner companies. When it is 
on the virtual network an intelligent agent can take the role of a 
moderator.  In private or public industries skill based clustering has 
been an effective tool to create synergy among the team workers 
[15][16]. But, it is difficult to construct a creative task ground for 
the team members who come from different business cultures. 
Innovative capabilities of more than one company working 
together are established on both the knowledge and vision for 
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internal and external alliance. Big companies succeed the 
collaboration by defining the performance focused on cross-
business growth [17]. They might even improve the innovative 
capabilities by merger and acquisition [18]. SMEs on the other 
hand, see the research support as one of the external fund to be 
accessed [19] and they jump into any partnership even it might be 
quite risky. Chang and Hsu studied both managerial and 
environmental drivers of innovativeness for SMEs to show that 
internal and external factors are independent [20]. Global 
collaboration changed the collaborative strategies both in 
functional operations and collaborative activities [21]. The 
economic crisis has led research and development for innovation 
towards a new approach and perspective: innovation through new 
products, processes and knowledge is not enough beneficial unless 
the systems around them are not ready. This is a common issue 
among the developing and highly developed countries [22]. 
Literature surveys allowed us depict forty-four innovative synergy 
factors representing either organizational approach (summarized in 
Table 1) or alliance approach (summarized in Table 2).  
Previous research also shows that these criteria are mainly 
analyzed by constructing the clusters in the same geographical 
region by using the collective intelligence methods [23][24]. 

.   
 
 
 

 
Table 1.  Organizational Features Effective in Collaboration Synergy  

Factor Information Resource Reference 
Level of education Diplomas/certificates Chang&Hsu(2005)[20] 
Organizational structure Twardy (2009)[25] 
Accounting procedures Margoluis (2008)[26] 
Compensation Policies 
& Procedures  

Organizational Manual 
&  Management 

Survey Margoluis (2008)[26] 

Performance culture Management Survey Rai et al.(1996)[27] 
Governmental support Country Regulations Rai et al.(1996)[27]   

Ding (2009)[28] 
Legal culture Legal Assessment Twardy (2009)[25] 
Financial condition 

Company Balance 
Sheet 

Rameshan&Loo 
(1998)[29] 
Chen et al(2008)[30] 
Twardy (2009)[25] 
Ding (2009)[28] 

Organizational 
resources 

Margoulis(2008)[26] 

Resources for R&D 

Company balance 
sheet & Management 

Survey Chen et. al(2008)[30] 
Technological 
Capabilities 

Technology 
Assessment 

Chen et. al(2008)[30] 
 

Geographical scope Sales Information Ding (2009)[28] 
Unique Competencies Number of Patents Ding (2009)[28] 

Visions, 
Goal&Objectives 

Margoluis (2008)[26] 
Gomes-Casseres 
(2003) [31] 

Type of Leadership Margoulis(2008)[26] 
Past cooperation 
experience 

Employee &  
collaborator Survey 

Chen et. al(2008)[30] 
 

Future Expectations 
Employee  & 

Management Survey 
Linder et. al.(2004)[32] 
Twardy (2009)[25] 

 
Organizational factors also includes intangible factors like brand / 
firm reputation [26], inter-organizational trust, commitment 
capabilities to alliance, inter-organizational information share, 
company pace, common errors and leader attitude. Alliance vision 
embraces some intangible factors like commitment, experience 
sharing, sales & marketing coordination. These intangible factors 

can be evaluated through employee, management and collaborator 
surveys only.  
The alliance approach also includes intangible criteria in addition 
to the tangible ones given in Table 2. The intangible factors consist 
of mutual trust, information and experience sharing. 
 
Table 2.  Alliance Features Effective in Collaboration Synergy  

Factor Information 
Resource 

Reference 

Scope, goals and 
objectives clarity   

Eden (2007)[34] 
Margoluis(2008)[26] 

Structure of the alliance 
(clarity of roles)  Margoluis(2008)[26] 

Division of labor Margoluis(2008)[26] 
Funding participation 

Contract, 
Employee Survey 

Linder et. al.(2004)[32] 

Project manager Project Manager 
Profile 

Rai et. Al.(1996) [27] 
Margoluis (2008)[26] 
Eden( 2007)[34] 

Cooperation strategies Chen et al(2008)[30] 
Twardy (2009)[25] 

Dysfunctional conflicts 
Management Survey 

Rameshan&Loo 
(1998)[29] 

 
Some of those factors are very similar and most of them cannot be 
expressed in figures. They are combined into 23 criteria according 
to the similarities after a fuzzy cognitive survey responded by the 
SME managers [13]. 
 

 

3 Synergy Index  
3.1 Synergy Index Formulation 
Synergy is defined as the concept of generating a greater sum than 
the sum of individuals [35]. The better is the accordance within the 
alliance, the greater is the synergy. Hence, synergy is positively 
related with the accordance. In other words, the system that makes 
the alliance work has to be robust for a lifetime of an alliance. 
Reliability can be defined in good working synergy criteria when 
the expected life of collaboration is the concern. The expected 
lifetime of alliance can be calculated using Weibull distribution 
which is accepted as the best function of lifetime calculation in the 
reliability theory [36, 37]. Weibull distribution will be constructed 
for each company considering the synergy coefficients and the 
number of companies in collaboration as parameters. Inter-
company synergy will assume to have more than one firm in 
alliance. Weibull distribution has the following features:  

 

Density function : 
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where x > v and α, β and v are Weibull parameters.   

Expected value: )11(.][


 XE                                         (3) 

The analogy between the synergy and the lifetime suggests v ≥ 0, 
since we take the two, analogous v = 0 will be accepted. In the 
formula β is the shape parameter and α is the rate parameter. When 
β=0, the Weibull distribution becomes the Exponential distribution. 
In physical and biological systems, synergy is modeled with an 
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accelerating effect, which resembles the shape of exponential 
distribution [37]. This allows us take the shape parameter β to 
denote the number of firms in collaboration.  
The parameter α resembles the strength of elements in the 
reliability analogy, which is equivalent to the merged synergy 
coefficient that will be calculated using synergy factors. 

The synergy index  can be defined as  

= )11(.


   (4) 

α: the merged synergy coefficient  
β: number of companies  
The synergy index will be used in calculating the maximization of 
innovation power. It is known that in collaborations the innovation 
can be greater than the sum of the individual if the accordance is 
well established. Hence, we try to maximize the minimum synergy 
among the collaborating companies. Each collaborating group is 
important and the company left outside the group must be 
successful if included in collaboration.  
It should also be clear for the collaborating companies that if the 
synergy factors are merged in a negative way, that is, if the 
companies are discordant, the synergy index will be negative 
showing no possible lifetime for collaboration clusters.  

3.2 Sensitivity Analysis 
The proposed synergy index is sensitive to the number of firms in 
alliance. As an example, there exists 2 collaboration clusters, one 
with 2 companies and the second with 3 companies. In case the 
merged synergy coefficient α=0.7 for both clusters 3-company-
alliance gives a better  than the 2-company alliance. This can be 
considered as a parallel system. It is always safer to increase the 
number of parallel elements. In Figure 1,  synergy index sensitivity 
of number of firms in alliance for α = 0.7 is demonstrated. 

 

 
Figure 1.  Synergy index sensitivity 

 
Synergy effect in innovation is shown to support the moral as well 
as causing improvements in project follow-up, creativity and 
technological intelligence when thresholds are taken into account 
[38]. The previous evaluations of synergy were mainly based on 
scoring because of the intangible factors.   

4 Foraging Search 
4.1 Motivation 
The Foraging Search algorithm imitates the Animal Food Chain for 
optimization problems [39]. Animal Food Chain contains three 
groups: herbivores (plant eaters), omnivores (both plant and meat 

eaters) and carnivores (meat eaters). Herbivores are known as 
primary consumers, omnivores who feed on some specific plants 
and other herbivores are known as secondary consumers and lastly, 
carnivores who feed on specific herbivores and carnivores are 
known as the tertiary consumers. Herbivores are ultimate hunts of 
the food chain whereas carnivores are the ultimate hunters and 
omnivores, which are both hunters and hunts. According to the 
energy transformation, the energy transmitted through a food chain 
decreases as the number of consumers increase. The ratio of hunt 
and hunters depend on the ecological environment. In wild 
environments, the herbivore-omnivore-carnivore ratio can be 
10:3:1 whereas in calm environments the related ratio can be 
40:10:1. Additionally, it is also valid that in a food chain, the 
hunter is always faster than the hunt [40][41]. 
The classical PSO algorithm employs one swarm and the related 
swarm is responsible for both exploration and exploitation [42]. 
There is a new algorithm that implements two swarms of equal 
sizes clustering [43] separating the responsibilities for exploration 
and exploitation.  
The Foraging Search uses three swarms, namely herbivores, 
omnivores and carnivores, to provide exploration by the herbivore 
swarm, exploitation by the carnivore swarm and exploration-
exploitation balance by the omnivore swarm. Introduction of a 
food chain provides an incremental escaping ability which is 
modeled with first level and second level hunters. All fear and 
escape factors affect the speed of the animals, which the Foraging 
Search model embeds in the velocity update formula. Furthermore, 
this algorithm considers the environmental wildness which 
represents the complexity of the market. If the competition is harsh 
it is better to increase the wildness. That is why Foraging Search 
balances the exploration and exploitation at the swarm level.  

4.2 The Clustering Algorithm 
 

Each particle in the Foraging Search Clustering algorithm is 
represented by k*d cluster centers where k is the number of clusters 
and d is the number of dimensions of the data points to be 
clustered. Likely, the velocity and speed updates are applied in 
order to locate optimum cluster centers.  
The following steps are followed: 
Step 1. The environment is defined as calm, regular or wild. 
Step 2. The herbivore : omnivore : carnivore 
(h_number:o_number:c_number) ratio is determined. 
 IF the environment is harsh: wild 10:3:1  
 IF the environment is average: 25:6:1  
 IF the environment is calm: 40:10:1  

Step 3. Each particle is randomly initiated for each swarm, each 
particle is assigned random c*d cluster centers where c  is the 
number of clusters and d is the dimension of data points. The 
particles are named as xijk,  the  kth dimension of the jth cluster of 
the ith particle where i = 1, ... h_number  o_number  
c_number, j = 1, ..., c, k = 1, ..., d.  

Step 4. Data points are assigned to clusters using a distance metric 
(e.g. Euclidean distance, Mahalanobis distance, etc...). 

Step 5. The quality of the clustering is measured by an objective 
function. The aim of clustering is building small clusters as 
dissimilar as possible. Consequently, the objective function may 
involve within cluster distances, among cluster distances or a 
combination of both measures.  
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Step 6. The best objective value and position for all particles, or 
particle bests, are determined for each particle in each swarm. 

Step 7. The best objective value and position, or swarm bests are 
determined for each swarm. 

Step 8. The best objective value and position of all swarms, or the 
global best is determined. 

Step 9. The fear coefficients for herbivores are calculated as 
follows: 
Fear factors for herbivores : 

min
,1

fho

ifho
i

d

d
pfho   (5) 

min
,1

fhc

ifhc
i

d

d
pfhc 

 
(6) 

 
where 
i = 1,…, h_number 
pfhoi: fear degree from omnivores of the ith herbivore (in the 
interval [0,1])  
pfhci: fear degree from carnivores of the ith herbivore (in the 
interval [0,1])  
dfho,i: the distance of the ith herbivore to the nearest omnivore  
dfhc,i: the distance of the ith herbivore to the nearest carnivore  
d min

fho: the minimum distance for a herbivore to fear an omnivore 
d min

fhc: the minimum distance for a herbivore to fear an omnivore 
 
Step 10. The fear coefficients for omnivores are calculated using 
the formula below: 

min
,1

foc

ifoc
i

d

d
pfoc   (7) 

   

 
where 
i = 1,…,o_number 
pfoci: fear degree from carnivores of the ith omnivore (in the 
interval [0,1]) 
dfho,i: the distance of the ith omnivore to the nearest carnivore  
d min

fhc: the minimum distance for an omnivore fear an omnivore 

Step 11. The probability of being a hunt for omnivores is 
calculated  as 

ii

i
i dhdc

dc
pp


  (8) 

 
where 
i = 1, …, o_number 
ppi: : the probability of omnivores being a hunter 
dhi: the distance of ith omnivore to the nearest herbivore 
dci:  the distance of ith omnivore to the nearest carnivore 

Step 12. The velocities (vijk) of each particle are updated according 
to their swarms.  
a. Velocity Update for the Herbivore Swarm 
Since herbivores are ultimate hunt, their velocity update involves 
the escape from their first and second level hunters: omnivores and 
carnivores. The velocity update formula for herbivores is given 
below. 

 

(
8
) 

where  

i = 1,…., h_number 
vijk: the velocity of kth dimension of the jth cluster of the ith particle 
of the swarm  
w: the inertia coefficient  
c1and c2: cognitive and social coefficients  
r1i, r2i ,r3i and r4i: random numbers for the ith particle in the interval 
[0,1]  
yijk: personal best for the kth dimension of the jth cluster of the ith 
particle of the swarm 
xijk: the position of kth dimension of the jth cluster of the ith particle 
of the swarm  
ŷjjk: swarm best for the kth dimension of the jth cluster of the ith 
particle of the swarm 
c3: distance based coefficient of herbivores from omnivores  
c4: distance based coefficient of herbivores from carnivores  
and D(.) is a measure of the effect that the hunter has on the hunt 
and it is formulated as 

  xexD    (9) 

where d is the Euclidean distance between the prey particle and the 
nearest hunter particle. α and  β are positive constants that define 
the effect of distance to velocity.   

b. Velocity Update for the Carnivore Swarm 
Since herbivores are ultimate hunt, their velocity update involves 
independently chasing the nearest hunt. The velocity update 
formula for herbivores is given below. 

 ijkijkijk xyv  ˆ  (10) 
where  
i = 1,…,c_number 
vijk: the velocity of kth dimension of the jth cluster center of the ith 
particle of swarm 
r: random number in the interval [0,1]  
ŷijk: the position of the kth dimension of the jth cluster center of the 
nearest hunt to the ith particle of swarm 
xijk: the position of the dimension of the jth cluster center of the ith 
particle of swarm 

c. Velocity Update for the Omnivore Swarm 
Since omnivores are both hunters and hunts, their velocity update 
involves the compound of both velocity update formulas whose 
ratio depend on the probability of being a hunter. The velocity 
update formula for herbivores is given below. 

(
1
1
) 

where 
i = 1,…., h_number  
vijk: the velocity of kth dimension of the jth cluster of the ith particle 
of the swarm  
w: the inertia coefficient  
c1and c2: cognitive and social coefficients  
r1i, r2i, r: random numbers for the ith particle in the interval [0,1]  
yijk: personal best for the kth dimension of the jth cluster of the ith 
particle of the swarm 
xijk: the position of kth dimension of the jth cluster of the ith particle 
of the swarm  
ŷjjk: swarm best for the kth dimension of the jth cluster of the ith 
particle of the swarm 
ỹijk: the position of the kth dimension of the jth cluster center of the 
nearest hunt to the ith particle of swarm 
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c3: distance based coefficient of herbivores from omnivores  
c4: distance based coefficient of herbivores from carnivores  
and D(.) is a measure of the effect that the hunter has on the hunt 
and it is formulated as 

  xexD    (12) 
 

where d is the Euclidean distance between the prey particle and the 
nearest hunter particle. α and  β are positive constants that define 
the effect of distance to velocity.   

Step 13. The particle positions for  each particle in each swarm are 
updated using the formula below: 

ijkijkijk vxx   (13) 

where 
xijk : the position of kth dimension of the jth cluster of the ith particle 
of the swarm 
vijk: the velocity of kth dimension of the jth cluster of the ith particle 
of the swarm 

 

5 Case Study 
The synergy index is studied for a case of 51 SME companies in 
Thrace, Turkey. The companies are distributed in several industries 
as shown in Table 3. 

Table 3. Industrial distribution companies in the case study 
 Industry %   Industry % 
Food 17.6  Service 15.7 
Clothing & Textile 13.7  Health 5.7 
Machinery & 
Electronics 

19.6  IT & 
Communication 

7.8 

Automotive 2.0  Construction 2.0 
Chemical & 
Pharmaceutical 

0.0  Furniture 2.0 

Plastics 2.0  Metal 2.0 
Publishing 2.0  Miscellaneous 7.9 

A survey of 23 questions is run for 51 companies to figure out the 
approaches on 23 synergy factors.  Responses are clustered using 
the Foraging Search Algorithm and the synergy is calculated in 
clusters. The case is run by modifying the number of clusters from 
2-25 and the results are shown in Figure 2. The objective function 
is maximizing the minimum synergies in the clusters. Hence, each 
cluster is important and should not be dispersed. 

 
Figure 2.  The synergy index with respect to the cluster numbers 2-24 
 

Even if a company is left outside the clusters, it cannot be taken 
into any group without ensuring that it will be successful in 
collaboration. 
Synergy index  for one company being equal to 1 shows that the 
company keeps its self innovation power as is in the collaboration. 
The cumulative estimated function is exp ( ) is expected to be in 
the range (-1,1), so exp ( ) being 0 means there is no synergy 
effect in the collaboration at all while -1 is negative and +1 is the 
positive effect of synergy.  
As observed in Figure1, the 2 cluster trial gives the best value for 
the objective function with 1.98. There are 29 companies in the 
first cluster and 22 in the second cluster. The best value is obtained 
by the SME 1 and SME 2, which have a minimum 98% innovative 
synergy among them.  The fact that several runs give the same 
exact solution makes us believe this is the global optimum. 

 
Figure 3.  The synergy index with respect to the cluster numbers 8-33 

 
Since the clusters are overcrowded in two clusters, another case is 
run to change the number of clusters between 8 and 33 as shown in 
Figure 3. The best objective value obtained is 1.04 with 11 clusters 
each having number of companies {5},{5},{3},{3},{4},{3},{4}, 
{2},{ 5},{7} and {10}. Minimum synergy effect is obtained to 
improve 4%. This means the life of collaboration is prolongated 
from 1 year to 1.04 years. The eleventh cluster only includes SME 
2 from the 2 cluster trial as a successful company. Cluster 11 owns 
ten companies from different industries in variety of sizes as shown 
in Table 4. 

 

 

 

 

Table 4. Main features of companies in most successful cluster 

SME No  Industry   Size 
2 Electronics  Micro 
3 Courier  Micro 
4 Security Service   Micro 
5 Electronics  Micro 
7 Cable  Small 
8 Textile  Micro 
9 Security Service  Micro 

27 Steel Production  Medium 
37 Electronics  Medium 
40 Auto-Spare Part 

Service 
 Small 
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It is observed that the successful collaboration is foreseen among 
companies from the most classical industries like textile and steel 
production and most technological industries like electronics and 
security service. Table 4 also shows that micro, small and medium 
companies can work together. Hence we can conclude that, unlike 
a generalized belief of industry and technology focus in 
collaboration, synergy is not only based on industry. All twenty-
three factors are evaluated by the respondent companies and the 
most critical influencers are evaluated as alliance approaches and 
balance of the resources.  Since a micro-firm cannot invest in 
research and development as much as a medium size company the 
focus is more human resource oriented.  
 

6 Conclusion and Suggestions 

Innovative synergy is requested for collaborative research and 
development that is an obligatory process for the small and 
medium companies. This study proposes a synergy index that will 
help the SMEs to decide which companies will maximize the 
synergy if collaborated. The synergy is accepted as the life of 
collaboration which will be prolonged with robust partnerships. 

A case study among the 51 SMEs in Thrace, Turkey showed that 
the synergy is maximized with increasing number of companies. 
98% synergy is obtained with 29 companies in a group. The real 
life shows that it might be interesting for cooperative activities like 
commerce chambers but not feasible for research and development 
or innovation. When number of clusters is increased to 11, the best 
synergy is obtained with a group of ten companies. It is observed 
that the highest innovation is received with companies with 
different sizes and from a variety of industries.  The business and 
alliance approaches of companies have a bigger role in synergy. 
This conclusion suggests that SMEs are to be trained to collaborate 
with the companies that strengthen their weak points.   

The proposed approach is to be further developed by validity 
analysis through comparisons with different approaches and 
different methods. It is also suggested to be validated for 
internationally collaborated projects. A further study on synergy 
will also be run to measure the strength of SME collaboration 
synergy in the supply chain of power games.  
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