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Abstract.1 In this paper we explore the interest of computational 
intelligence tools in the management of the Quality of Service 
(QoS) for ADSL lines. The paper presents the platform and the 
mechanisms used for the monitoring of the quality of service of the 
Orange ADSL network in France. The context is the availability of 
the VoIP services. In particular, this platform allows the detection 
and the classification of the unstable lines of the network. The 
interpretation of the classification results allows the discovery of 
some new knowledge used to improve the ADSL lines labeling and 
to prevent inefficient supervision of the network. 

1 INTRODUCTION 

Internet is now the common platform for voice and video services. 

The services are delivered through ADSL lines. At the end of the 

line, at customer‟s home, the connection point between the 

customer and the internet is in most cases a box. The box is also 

the mean by which an internet access provider can deliver its 

services (telephony, internet, television, video over demand). 

The quality of the multimedia services given on internet can be 

affected by various factors dependant of what occurs in the 

network like congested links, latency, data loss, or dependant of the 

good working of the platforms delivering the services. 

Quality of Service (QoS) is crucial to guaranty that the services 

will be delivered with good quality to the customers. QoS refers to 

a broad collection of networking technologies and techniques [12]. 

The monitoring of the QoS is a way to detect for instance when a 

process or an element of network are working outside of their 

working area or are not working properly. The data collection and 

the observation of some end to end QoS measures is a way to 

determine the origin of the trouble: element of network, physical 

line or box. The precise knowledge of the source of the trouble is a 

key point to an appropriate and rapid reaction of the supervision 

service to assure a good quality of service. 

Orange, the French telecommunication company has 

implemented a complex chain dedicated to the monitoring of the 

QoS for its ADSL services in order to increase the satisfaction of 

its customers. This chain is based on the collection of a large 

number of end to end measures and on the creation of indicators.  

This paper focuses on one specific part of this chain and on the 

detection of one type of problem that is the identification of 

unstable ADSL lines. The context of the QoS is restricted to the 

availability of the telephony on IP (VoIP) service from the Orange 

box (the live box). We show how the detection of unstable ADSL 

lines helps to improve the QoS and allows the extraction of 

additional knowledge to reinforce the global supervision chain. 
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We will successively present the different parts of the chain 

from the point of view of a data mining process (from objective 

and data understanding to modeling and results exploitation). Two 

steps of the process will be more specifically described: the 

modeling step and the result interpretation step. The detection of 

the unstable ADSL lines is performed with a dedicated classifier 

based on naïve Bayes. Then a deep analysis of the classification 

results has been performed to better understand which explanatory 

variables explain the classification results and what are the actions 

that can be applied to improve the ADSL lines stability but also the 

labeling process. 

2 MANAGEMENT OF THE QoS WITH A 
COMPLETE DATAMINING PROCESS 

Data mining can be defined “the non-trivial process of identifying 

valid, novel, potentially useful, and ultimately understandable 

patterns in data” [7]. Several industrial partners have proposed to 

formalize this process using a methodological guide named 

CRISP-DM, for CRoss Industry Standard Process for Data Mining 

[5]. The CRISP-DM model provides an overview of the life cycle 

of a data mining project, which consists in the following phases: 

business understanding, data understanding, data preparation, 

modeling, evaluation and deployment. The CRISP-DM model is 

mainly a process guide for data mining project. The presentation of 

the QoS processing chain is based on this structure. In our 

discussion we are specifically interested in the modeling and 

evaluation phases. The whole process in the QoS context is given 

on Figure 1. 

2.1 Business understanding 

This initial phase focuses on understanding the project objectives 

and requirements from a business perspective, and then converting 

this knowledge into a data mining problem definition, and a 

preliminary plan designed to achieve the objectives. In our context 

the objective is clearly: how to increase the customer satisfaction? 

In this study, the detection of the unavailability of the services 

delivered by the live box (VoIP or internet) is the mean chosen to 

contribute to this objective.  

The Orange‟s service in charge of the QoS management has 

proposed two kinds of answers. The first one consists in the 

creation and publication of weekly dashboards to follow some QoS 

metrics and to be able to react quickly when a degradation is 

detected. The second one is the automatic classification of ADSL 

lines (in two main classes: stable or unstable). 
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2.2 Data understanding 

The data understanding phase starts with an initial data collection 

and proceeds to an explanatory analysis to get familiar with the 

data and to identify data quality problems. 

The availability of the IP telephony service is watching by a 

functionality included in the live box. The functionality works 

when the live box is on. It is able to detect the unavailability of the 

service but also to raise the reason of this unavailability. It can also 

perform some measures of vocal quality during calls. The main 

advantage of this system is that it is located as close as possible of 

the customer and gives an end to end vision of the service as it is 

perceived by the customer. This paper is mainly concerned by the 

VoIP service availability.  

Each time an unavailability event is detected the mentioned 

functionality produces a ticket which is send to a platform 

collecting and centralizing the whole tickets. To be more precise, 

the availability ticket is produced twice: the first time when the 

service is lost and the second time when the service comes back. 

This last ticket gives the nature of the event that has caused the lost 

of the service. It is also possible to assess to the duration of 

unavailability. The content of a ticket concerns only anonymous 

information about the state of the live box according to the services 

it has to deliver. In no way private information about the network 

activity of the customer is seen. 

2.3 Data preparation 

This phase covers all activities to construct the dataset that will be 

fed into the modeling tool, from the initial raw or relational data 

[10, 5]. 

In the QoS processing chain, the tickets are centralized in an 

analysis and treatment platform where they are enriched with 

additional information like the network characteristics of the line 

and several key point indicators specifying the types of problems 

and the length of unavailability. The tickets are then fed into a 

database thanks to a specific application that takes the tickets log 

and transforms it into a flat table (a table composed of K instances 

and J variables). A view of the live boxes events for the last 35 

days is kept in this database by the mean of all the produced 

tickets.  

2.4 Label of ADSL lines 

Orange uses a specific network application to qualify the quality of 

its ADSL lines. This application is based on the interrogation of the 

DSLAMs (for Digital Subscriber Line Access Multiplexer), which 

return the count of the number of resynchronizations for each line 

and the length of these resynchronizations. This number is strongly 

correlated to the stability of the line which is, it, directly linked to 

the availability notion. An inspection period of at least 6 hours is 

needed before the qualification of the line. The tool is able to label 

each ADSL line to one of the third following categories: stable, 

risky or instable.  

2.5 Modeling 

In this phase, various modeling techniques can be selected and 

applied, and their parameters have to be calibrated to optimal 

values according to a success criterion. In the scope of this paper, 

the detection of the ADSL lines stability is the task to perform. 

This classification problem will be defined and discussed in-depth 

in section 3.1. 

2.6 Evaluation and result interpretation 

Before proceeding to the final deployment of a model, it is 

important to thoroughly evaluate the model, and review the steps 

executed to construct the model, to be certain it properly achieves 

the business objectives. At the end of this phase, a decision on the 

use of the data mining results should be reached. The evaluation 

method and the generalization performance of the classification 

model are discussed section 3.2.  

We propose an interpretation phase in section 4 to better explain 

the classification results (for example, which explanatory variables 

explain that an ADSL line has been classified as unstable and how 

this line can be made less unstable or even become stable). This 

allows us to extract additional knowledge to reinforce the QoS 

chain. 

2.7 Deployment 

The deployment phase can be as simple as generating a report or as 

complex as implementing a repeatable data mining process. The 

model will be applied to a larger database (the target population) 

than the training database. In this phase it is important for the user 

to understand up front what actions will need to be carried out in 

order to actually make use of the created models. For the QoS 

application the data collection and preparation phases as well as the 

modeling phase are currently industrialized. The industrialization 

of the use of prediction information is still in progress (fine 

analysis of results, labeling improvement of line state, automatic 

labeling of tickets for filtering). 

3 MODELING: CLASSIFICATION OF 
ADSL LINES 

In this section the modeling step of the data mining process is 

presented. The model is a classifier designed for the classification 

of ADSL lines stability. The following notations are introduced: 

we call T the data table with K instances and J explanatory 

variables. C is the number of classes. An instance xk is represented 

with a vector of J dimensions, f is the probabilistic classifier 

learned from a modeling table. 

3.1 Data and experimental protocol 

Five days of tickets have been extracted from the data platform 

storage for the analysis. These data make the learning database 

used for the construction of the classification model. The unit we 

want to analyze is the ADSL line.  
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Figure 1.  The data mining process: from tickets to QoS indicators 

 

A line is characterized by a set of indicators gathered from the 

tickets. The indicators are of different sorts. Some of them identify 

the live box (MAC address of the box, serial number, model and 

firmware for example). Others concern the line and the network 

elements the line is connected up (DSLAM model and name, BAS 

name, etc.). The last group is for the events that have led to the 

ticket production (total number of tickets, number of tickets of 

service lost and service return during the period, total duration of 

events, duration of events of each type, etc.). Five types of 

unavailability events are detected by the live box: reboots, 

desynchronizations of the ADSL line, lost of session PPP (Point to 

Point Protocol), ToIP connection problem (Telephony over IP), 

ToIP configuration lost at the live box level. 

Finally a line is represented by a vector of 39 explanatory 

variables that are categorical or continuous. We add to these 

descriptors the information about the state of the line coming from 

the network application as described above. The modeling database 

holds 71164 instances. The priors on the classes stable, risky and 

unstable are respectively of 0.881, 0.054 and 0.064. 

Experiments have been made with the Khiops2 software 

(developed by Orange Labs). Khiops is a data mining tool allowing 

to automatically building successful classification models. Khiops 

offers an optimal preprocessing of the input data, efficient selection 

of the variables and averaging the models. It is a parameter-free 

classification method that exploits the naive Bayes assumption. 

Khiops operates in two steps. In the first step consisting in 

preparing data it estimates the univariate conditional probabilities 

using the MODL (Minimum Optimized Description Length) 

method, with Bayes optimal discretizations and value groupings for 

numerical and categorical variables [1, 2]. In the second step, the 

modeling step, it searches for a subset of variables consistent with 

the naive Bayes assumption, using an evaluation based on a 

Bayesian model selection approach and efficient add-drop greedy 

heuristics [3]. Finally, it combines all the evaluated models using a 

compression-based averaging schema [4]. 
This approach also quantitatively evaluates the predictive 

importance of each variable for the target. At the end of the 

preparation step (preprocessing of the input data) Khiops returns a 

value (the level) that is directly the predictive importance of the 
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explicative variable for the target. A level of zero means that the 

variable has been discretized in one single interval (for a numerical 

variable) or the modes are in one single group (for a symbolic 

variable). The variable is not informative for the modelisation and 

thus can be reliably discarded. 

3.2 Classification results 

A k-fold cross validation procedure (with k=10) has been used. 

The performance of every model is computed on the fold which 

has not been used to train the classifier. The ten „test‟ results are 

then combined to give an estimation of the generalization error of 

the model. The folds used to do the training of the initial classifier 

do not cross the test set. Note that the classification model Khiops 

is robust to unbalanced classes. There is no need to sample the data 

to balance the classes. 
The predictive model is evaluated using the accuracy on 

classification (ACC) and the area under the ROC curve (AUC) [6] 

(the higher the criteria, the better, with 1.00 indicating perfect 

performance). The numerical results for the two criteria are 

respectively 0.8924 +/- 0.0017 and 0.8185 +/- 0.0078 that are very 

good results. 

Another way to present the performance of a classification 

model is the cumulative gain curve. It is a graphical representation 

of the advantage of using a predictive model to choose which 

unstable lines to select. The x-axis gives the proportion of the lines 

with the best probability to correspond to the target (unstable 

class), according to the model. The y-axis gives the percentage of 

the targeted lines reached. The curves are plotted in Figure 2. The 

diagonal represents the performance of a random model. If we 

target 20% of the lines with the random model, we are able to 

reach 20% of the unstable lines. With the current model, when 20% 

of the lines are observed, 77% of the unstable lines are reached. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  The lift curve 

 

A deep analysis of the classification errors has shown that main 

classification errors come from the wrongly assignment of the label 

stable to a line that had been found unstable by the network 

application. This difference is coherent with the observation made 

by the network service in charge of the labeling of ADSL lines that 

has detected a problem in the labeling of some lines (with the label 

unstable while they are not). This happens in some DSLAMs with 

specific cards that are unable to distinguish modem extinctions 

from desynchronizations due to ADSL transmission. The 

consequence is the increase of the count of desynchronizations 

used by the network application to determine the state of a line and 

so to wrongly label a line as unstable. 

Khiops allows further interpretation of the numerical results. As 

said earlier, the tool analyses each variable independently for the 

target in the preparation step and return a value that is directly its 

predictive importance (the level) for the classification model. The 

table 1 contains the 5 most informative variables found by Khiops. 

31 variables have been found useful for the model (with a level 

>0). 

Table 1. The variables ranked by level of importance. 

 

rank Variable name level 

1 nb_tickets_306_1 0.172868 

2 nb_tickets_308_1 0.172453 

3 nb_tickets_C 0.151913 

4 nb_tickets 0.150877 

5 nb_tickets_308 0.14135 

 

306_1 is the code for a lost of service for an event of type 

desynchronization, 308_1 is the code for a return of service for the same 

type of event. 

 

The observation of the more informative variables confirms that 

the stability notion is strongly correlated to the information of 

ADSL line desynchronization. This is perfectly consistent with the 

lines labeling method used by the network application whereas the 

view given by the software agent in the live box is only a service 

view completely independent of the network view. 

4 EVALUATION AND RESULT 
INTERPRETATION 

This section is dedicated to the evaluation and interpretation steps. 

We propose a method to (i) identify the importance of the 

explanatory variables for every ADSL line in the database (and not 

“in average” for all the examples) and (ii) propose an action in 

order to change the probability of the desired class. The method is 

completely automatic. It is based on the analysis of the link 

between the probabilities at the output of the classifier and the 

values of the explanatory variables at the input. 

4.1 Individual importance of 
explanatory variables 

For a classifier as the naive Bayes we choose the method called 

Weight of Evidence (WoE) described in [9] and [11] as the 

importance measure. This indicator measures the log of the odds 

ratio. It is computed for all the explanatory variables at the input of 

the classifier and for one specific class. The class of interest (q) is 

generally the predicted class for the instance xk. A variable with a 

positive importance (WoE) contributes positively to define the 

predicted class. At the opposite, a variable with a negative 

importance (WoE) contributes negatively to define the predicted 

class (and so positively contributes to define another class of the 

classification problem). 

This point is illustrated in Figure 3 with 3 ADSL lines. The first 

line is classified as stable, the second is classified as risky and the 

third is classified by the model as unstable.  The x-axis represents 

simply the index of the 31 input variables (with level >0). The 

figure (which can be seen as a nomogram [9]) indicates that: 

 the line predicted as stable is characterized by number of 

little positive contributions (positive importances) and 

some negative contributions,  
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 the line predicted as risky is characterized by number of 

little positive contributions (positive importances) and 

hardly any negative contributions 

 the line predicted as unstable is characterized by some 

heavy positive contributions. 

So we have a completely individual interpretation for each 

ADSL line allowing a precise diagnosis. For each line we can 

have: 

 the class predicted by the classifier, 

 a confidence score on this prediction,  

 the importance value for each explanatory variable. 

Arguments for the choice of the method and details about the 

algorithm are given in [8]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Examples of explanatory variables importances for 3 ADSL 

lines (from top to bottom) for a line predicted as stable, a line predicted as 

risky and a line predicted as unstable. 

4.2 Indexes for the improvement of the 
line stability 

In this section a method that study the influence of the input values 

on the output scores of the naïve based classifier is exploited. The 

goal is to increase the predictive probability of a given class by 

exploring the possible values of the input variables taken 

independently.  Then it became possible to act on some variables, 

the lever variables that are defined as the explanatory variables for 

which it is conceivable to modify their value to induce changes of 

occurrence of the desired class. 

We use the methodology described in [8]. Given Cz the target 

class among the C target classes (for example here the class 

unstable line).  Given fz the function which models the predicted 

probability of the target class fz(X = x) = P(Cz|X =x). Given the 

equality of the vector X of the J explanatory variables to a given 

vector x of J values. The method proposed here tries to increase the 

value of P(Cz|X = xk)  successively for each of the K examples of 

the considered data base. P(Cz|X = xk) is the natural value of the 

model output. The idea is to modify the values of some explanatory 

variables (the lever variables) in order to study the variation of the 

probabilist classifier output for the considered example. The values 

of the lever variables are modified to see the variations in the 

posterior probabilities. This is done by covering some interval for 

continuous variables and by trying the possible values for discrete 

ones (after the preparation step where variables have been 

discretized or grouped). 

The method is illustrated with the explanatory variable “live box 

firmware” as lever variable. This symbolic variable can take 4 

modalities that will be called A, B, C and D for confidential 

reasons. These four groups are preserved after the first step of 

pretreatment for the classifier construction. 

We focus on the ADSL lines labeled unstable and effectively 

predicted unstable by the classifier (1611 lines). For 1321 of these 

lines there exists a value that can increase the probability of the 

class stable. To do that the variable “live box firmware” has to take 

the value D. For the other 380 ADSL lines the probability of 

stability cannot be improved (the value of the variable is already 

D). 

The improvements of the probability are presented Figure 4. We 

have, distributed on the x-axis, the 3 modalities of the variable 

“live box firmware” that can be changed. Then within each 

modality the values of (PCa(xk)-PCi(xk)) are arranged  by 

ascending order (with (Ca) the value which leads to the 

improvement, (PCa) the associated improved probability and (PCi) 

the initial probability). To be more precise we have for xk in 

[1:407] LBF=‟A‟, for xk in [408:778] LBF=‟B‟ and for xk in 

[779:1231] LBF=‟C‟. The blue points coincide to an improvement 

without class change. The red squares coincide to an improvement 

with class change. We can conclude that the variable “live box 

firmware” is really a lever variable. When its value is changed to 

D, it allows obtaining more stable lines (from 1231 cases on 1611) 

or even obtaining stable lines (from 51 lines, Figure 4). 

 

 

 

 

 

 

 

 

 

 

 

  

 
Figure 4.  Possible improvement of (PCa(xk)-PCi(xk)) of the stability 

for the 1280 ADSL lines xk . 

 

The exploration of correlations has been made ADSL line by 

ADSL line. This exploration offers some means to improve their 

stability. The knowledge extracted at the end of the exploration 

step can be listed with the four following points for each ADSL 

line labeled as instable: 

 the initial probability of instability PCi(.) 

 the improved probability of instability (reduced) PCa(.) 

 the explanatory variable that allows the gain 

 the value that has to take this explorative variable to reach 

the gain. 

5 DISCUSSION 

We have presented a complete process for the supervision of VoIP 

services. Into this process, we have made a focus on a specific 

point that is the detection of the stability of the ADSL lines. A 

dedicated classifier based on naïve Bayes has been defined. The 
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model used to classify the ADSL lines according to their stability 

led to very good classification performances validating the data 

extraction and data creation steps. The analysis of the most 

important variables has shown a strong correlation between the 

stability state of the ADSL line and the information about the 

desynchronization of the line (the two most informative variables 

for the target are the number of tickets of lost of service and of 

return of service for an event of type desynchronization). This 

result is totally coherent with the network process that is currently 

used to label the state of ADSL lines. 

It appears from this study two ways of using the classification 

model in an operational way: 

It can be used as a filter of the unstable lines, to keep only the 

stable lines. In this way a large number of tickets, produced mainly 

because of the line instability are discarded. 

Another use could be the reinforcement of the knowledge used 

by the network tool to label the ADSL lines and in the end the 

improvement of this labeling. Indeed, we know that the labeling 

process is imperfect for some DSLAM models that are unable to 

distinguish electric start/stop from desynchronizations. As the 

stability of the ADSL lines is directly correlated to the number of 

desynchronizations, this involves wrongly unstable labels for some 

lines. On the other side, the live box counts the number of 

desynchronizations in a way that is totally independent of those of 

the DSLAM. So, the exploitation of the number of tickets of this 

type could help to make more precise the counters from which is 

based the stability decision. 

 The various steps of the data mining process are for the most 

part industrialized (around 75%): from the data acquisition to the 

stability ADSL lines prediction. The exploitation of the prediction 

information is under industrialization. 

The interpretation step of the classification results produces an 

interpretation totally individual of each ADSL line allowing a very 

precise diagnostic. The exploration of correlation step can give 

some means to improve the stability of the lines and so intervention 

plans can be designed.  
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Learning Nash Equilibria in Distributed Channel
Selection for Frequency-agile Radios

Irene Macaluso and Luiz DaSilva and Linda Doyle1

Abstract.

Wireless communication networks are evolving towards self-
configuring, autonomous and distributed multiagent systems in
which nodes are deployed randomly and have to adapt to the en-
vironment in which they operate. A cognitive network is a self-
organising system that relies on the ability of its autonomous
nodes to support communication in an adaptive and distributed
manner. In this paper we address the distributed channel selec-
tion problem, which is a crucial component of many cognitive
networks scenario, in the context of frequency-agile radios that
are able to operate in multiple frequency bands simultaneously.
We formulate the problem as an N-player stochastic game with
incomplete information. We prove that by adopting a simple
reinforcement scheme, namely learning automata, nodes will
converge to a Nash equilibrium, under the assumption of sym-
metric interference between the players.

1 Introduction

Recent years have seen the evolution of traditional wireless net-
works towards self-configuring, autonomous and distributed multi-
agent systems. This trend opens the doors to a new and exciting re-
search field involving both the specialization of state-of-the-art gen-
eral purpose multiagent algorithms and the development of new tech-
niques to solve issues which are specific of the wireless communica-
tion domain.

A crucial factor in the evolution of wireless communication sys-
tems is the management of radio spectrum. In today’s static com-
munication systems, regulators decide both the use of a certain fre-
quency band as well as the users that are allowed to transmit on that
band (see Figure 1(a)). On the one hand this model, by rigidly plan-
ning the allocation of frequency bands, ensures that the interference
between neighboring systems is limited. On the other hand, as the
allocation of spectrum bands is implemented on a long term assign-
ment basis, it is widely recognised that such an approach leads to an
inefficient usage of the spectrum resources. A first consequence of
this quasi-static paradigm is the presence of idle capacity within the
system: numerous studies and measurement campaigns have shown
that spectrum resources are often underutilized.

As spectrum becomes a more and more valuable resource, it is
imperative to address the inherent inefficiency that characterizes the
current spectrum management mechanism. Previous work focused
on mechanisms that assign spectrum more dynamically over shorter
time frames on an as-needed basis (see Figure 1(b)). The opening

1 CTVR Telecommunications Research Centre, Trinity College Dublin, Ire-
land

up of the TV white spaces [2] has made the concept of dynamic ac-
cess to spectrum a reality. Networks using the TV white spaces can
avail of any unsed spectrum in the TV bands as distinct from being
assigned a static allowance. Frequency-agile radios make it possible
to use whatever spectrum is available. In addition further advance-
ments mean that radios can use non-contiguous as well as contiguous
blocks of spectrum.

The use of non-contiguous blocks of spectrum for communica-
tions is increasingly of interest. LTE-Advanced [10] introduces the
concept of carrier aggregation which facilitates the combining of
different blocks of LTE spectrum to form larger transmission band-
widths. This will be crucial in supporting the ever-increasing data
demands on mobile networks. In LTE-Advanced carrier aggrega-
tion can be performed using contiguous or non-contiguous blocks
of spectrum and radio receiver architectures are being designed with
this in mind. Though carrier aggregation, as currently envisaged, will
involve the aggregation of static assignments of spectrum, it is not
unrealistic to envisge this becoming more dynamic in the future.

In this paper we look at scenarios in which a group of networks
dynamically access non-contiguous blocks of spectrum and do so
without the need for central coordination. We address the problem of
distributed spectrum resources allocation in the context of frequency-
agile radios that are able to operate in multiple frequency bands si-
multaneously. A number of frequency bands, herein named chan-
nels, have to be assigned to a number of wireless networks in a dis-
tributed manner so that the interference between adjacent systems is
minimized. As each radio is able to operate simultaneously on mul-
tiple non-contiguous frequency bands, we extend the traditional dis-
tributed channel selection problem so that each network has to decide
how many and which channels it should access. The problem of dis-
tributed channel selection has been addressed in the literature from a
game theory point of view [7], from a distributed multi-agent learn-
ing perspective [1, 3] as well as a combined approach [8]. For spe-
cial types of games, e.g. potential games, a proof of convergence of a
reinforcement learning procedure has been provided [6]. We have re-
cently applied learning automata to the problem of distributed chan-
nel selection for radios that have to decide whether it is advantageous
to select an additional channel as opposed to keep using only its cur-
rent transmission channel [4].

The problem we address in this paper is an extension of the tra-
ditional channel selection problem in that we allow each network to
take advantage of of non-contiguous frequency bands. This problem
can be formulated as an N-player stochastic game with incomplete
information, i.e. the distribution of each player’s payoff is unknown
to other players. All the wireless networks have to reach, in an au-
tonomous and distributed manner, a stable allocation of the available
channels, corresponding to a Nash equilibrium (NE). We model each
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player as a learning automaton [5], which is a reinforcement learn-
ing scheme where each agent is a policy iterator. We prove that by
adopting this simple reinforcement scheme players will converge to
a Nash equilibrium, under the assumption of symmetric interference
between the players.

The remainder of the paper is organized as follows. Section 2 de-
tails the system model and some of the key properties of learning
automata. Section 3 provides the proof of convergence to a NE of
the proposed learning procedure. Section 4 presents the numerical
results. We summarize our conclusions in section 5.
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Figure 1. (a) A central entity divides the spectrum into frequency channels
which are then assigned to various technology/users. (b) Spectrum resource

assignment changes in time according to the requirements of the various
wireless networks.

2 Problem Description
Let us assume that N wireless networks are operating in the same
geographical area where M frequency channels are available. Two
or more networks can share the same channel only if the interference
they cause to each other is below a certain threshold; otherwise they
have to choose different channels. The goal of a distributed channel
allocation algorithm is to compute a stable channel assignment, ei-
ther through negotiation or blind interaction between the networks,
so as to minimize interference between the systems.

In this paper we adopt the blind interaction approach. The play-
ers indirectly interact by causing interference to each other. No ex-
plicit communication is allowed. This tight restriction is a desidera-

tum when one is designing a communication system in which coop-
eration between the different players cannot be assumed. Moreover
it simplifies the system design: in the case of cooperation between
networks a common control channel to exchange information has to
be established and maintained; also different networks need to agree
on a common protocol. Thus these requirements might hinder the
deployment of heterogenous wireless networks.

We model each player i as a learning automaton: each player i
keeps a probability distribution pi(k) over the set of actions and, at
each stage k, it chooses an action according to pi(k) . Then each
player updates its action probabilities based on the response ri(k)
from the environment, ignoring the presence of the other agents in
the same environment.

In this paper we adopt the Linear Reward-Inaction scheme
(LR−I ). The automaton increments the probability of the action that
resulted in a favorable response from the environment, while accord-
ingly decreasing the probabilities of all the other actions. In case of
an unfavorable environment response, the action probabilities are left
unaltered. The LR−I updating rule is:

pi(k + 1) = pi(k) + bri(k)(ei − pi(k)) (1)

where b ∈ (0, 1) is the reward parameter and ei is the unit vector,
where the ith element is unity.

Each network i wants to get assigned a number of channels ci ≤
Mi, where Mi ≤ M ∀i. Thus each agent has to decide how many
and which channels it should access. By exploiting the development
of frequency-agile radios, which are capable of transmitting on non-
contiguous frequency bands, the cardinality of each agent’s action
space is:

|Ai| =
MiX
j=1

 
M

j

!
. (2)

In other words, each agent can decide to transmit on any of the pos-
sible combinations of the desired number of channels.

Let ri be the payoff of player i, modeled as a random variable,
with ri ∈ [0, 1]. Let us define the utility function of player i:

di(a1, a2, ..., aN ) = E[ri|a1, a2, ..., aN ] (3)

where aj is the action chosen by player j. If we denote by pij the
probability that player i chooses action j, a strategy for player i is
defined as pi = [pi1, pi2, ..., pi|Ai|]. As in [9], we define the func-
tions fis as the expected payoff of player i, given that player i selects
action s and player l adopts strategy pl:

fis(Q) =
X

j1,...,ji−1,
ji+1,...,jN

di(j1, . . . , ji−1, s, ji+1, . . . , jN )
Y
l6=i

pljl (4)

where Q = (p1,p2, ...,pN ) and jl is the action selected by player l
with probability pljl .

If the learning factor b in (1) is small the following statements hold
[9]:

1. If the learning algorithm converges, it always converges to a NE.
2. For any N-player game, all strict Nash equilibria in pure strategies

are asymptotically stable.
3. If there exists a bounded differentiable function F :
RM1+M2+...+MN → R, such that for some constant v > 0

∂F

∂pis
(Q) = vfis(Q), ∀i, s and ∀Q ∈ IM1+M2+...+MN (5)

where I = [0, 1], then the learning algorithm always converges to
an NE, for any initial condition.
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3 Learning Nash Equilibria

We model the problem of multiple channel selection as an N-player
game. Each player has to decide how many and which channel it
should transmit on while minimizing the interference caused to ad-
jacent systems. Thus a single action ai denotes the set of channels
selected by player i.

In our model the players’ payoff is a function of each node’s SINR.
The SINR for player i transmitting on channel ci is defined as:

γici = γi(a1, ..., ci, ..., aN ) =
|hi(ci)|2P

σ2
i (ci) +

X
j|ci∈aj

|hji(ci)|2P
(6)

where aj is the action selected by player j, P is the transmit power,
|hi(ci)| is the channel gain between transmitter i and receiver i in
channel ci, |hji(ci)| is the channel gain between transmitter j and
receiver i in channel ci, and σ2

i (ci) is the noise power at the re-
ceiver i in channel ci. In our study we assume that the channel gains
are time-invariant realizations of a circular symmetric complex nor-
mal distribution with zero mean and unit variance. The noise vector
is also modeled as a circular symmetric complex Gaussian random
variable.

We define the payoff of player i as:

ri(a1, ..., ai, ..., aN ) =
1

Mi

X
ci∈ai

„
1− γ̄

γici

«
+

„
1− nai

Mi

«
(7)

where γ̄ is the minimum SINR that receiver i can support, nai is the
number of channels that node i transmits on when selecting action
ai (i.e. nai = |ai|) and Mi is the maximum number of channels that
node i is interested in.

Theorem 3.1. A pure strategy NE (a∗1, .., a
∗
i , ..., a

∗
N ), according to

the payoff given in (7), corresponds to the players choosing the max-
imum number of channels characterized by an SINR which is greater
than γ̄.

Proof. If action a∗i includes a channel k for which the receiver i
experiences an SINR γik ≤ γ̄, then the payoff of player i is:

ri(a
∗
1, .., a

∗
i , ..., a

∗
N ) =

1

Mi

X
ci∈ai

„
1−

γ̄

γici

«
+

„
1−

nai

Mi

«

≤
1

Mi

X
ci∈āi

„
1−

γ̄

γici

«
+

„
1−

nai − 1

Mi

«
= ri(a

∗
1, .., āi, ..., a

∗
N ) (8)

where āi = ai \ {k}.
If there exists a channel k /∈ a∗i such that γik > γ̄, then:

ri(a
∗
1, .., âi, ..., a

∗
N ) =

1

Mi

X
ci∈âi

„
1− γ̄

γici

«
+

„
1− nâi

Mi

«
> ri(a

∗
1, .., a

∗
i , ..., a

∗
N ) (9)

where âi = ai ∪ {k} and nâi = nai + 1.

To simplify the notation, we denote by g(s)
ji and g(s)

i the square of
the expected value of the channel gain between player j and player
i corresponding to channel s and the square of the expected value of
the channel gain between the ith transmitter-receiver pair in channel
s. Let us define the interference functions as:

rij(ci, cj) =

8><>:
g

(ci)
ji

g
(ci)
i

if ci = cj and j ∈ Ni

0 otherwise
(10)

where Ni denotes the set of players that can interfere with player i.
The interference functions are said to be symmetric if rij(ci, cj) =
rji(cj , ci), ∀i, j, ai, aj .

Theorem 3.2. The learning algorithm specified by (1) with payoff
function given in (7) always converges to a NE if the interference
functions are symmetric and the parameter b in (1) is small.

Proof. Accordingly to the payoff function in (7), (4) can be rewritten
as:

fis(Q) =
1

Mi

X
c∈s

0@1−
γ̄

g
(c)
i P

0@σ2(c) +
X

j∈Ni

g
(c)
ji P

X
aj |c∈aj

pjaj

1A1A
+

„
1−

ns

Mi

«
(11)

Let us define the function:

F (Q) =
2

Mi

X
i

X
k

nkpik −
2γ̄

MiP

X
i

X
k

X
ck∈k

σ2(ck)

g
(ck)
i

pik

−
γ̄

Mi

X
i

X
j

X
k

X
t

X
ck∈k

X
ct∈t

rij(ck, ct)pikpjt

+2
X

i

X
k

(1−
nk

Mi
)pik (12)

From (11) and (12), by exploiting the symmetry of the interference
functions, we get:

∂F

∂pis
(Q) =

2ns

Mi
−

2γ̄

Mi

X
c∈s

0BBB@ σ2(c)

g
(c)
i P

+

X
j∈Ni

g
(c)
ji

X
aj |c∈aj

pjaj

g
(c)
i

1CCCA+2(1−
ns

Mi
)

Therefore, according to the results reported in the previous section
(theorems 3.2 and 3.3 in [9]), the learning algorithm always con-
verges to a NE.

4 Simulation results
In this section we discuss the effect the number of networksN , num-
ber of channels M , and noise power σ2 has on the convergence time
of the proposed learning algorithm. The payoff defined in (7) has a
direct implementation and it allows a fully distributed solution to the
problem of channel selection. The receiver estimates the SINR on
the set of channels selected by its transmitter and sends back this in-
formation. The transmitter then updates its policy accordingly. If the
transmitter does not receive an ACK from its receiver(s), an unfavor-
able response is assumed. For each scenario we run 105 independent
simulations. We assumed that two or more networks cannot operate
on the same channels.

Figure 2 shows the average number of iterations required to con-
verge to a NE with respect to the cardinality of each player action
space. We assumed that each network tries to access at most Mi = 2
channels. Thus the cardinality of the action space isAi = M+

`
M
2

´
.

We can observe that the convergence time increases with the number
of players N . The impact of the cardinality of the action space Ai

on the convergence time is an interesting aspect of these results. As
expected, until a certain point the convergence time of the algorithm

9



increases with Ai. Then, increasing the number of available actions
does not affect the convergence time.

In Figure 3 we analyzed the combined effect of the number of
available channels M and the noise power on the average number of
iterations to converge to a NE. In particular, we assumed that N = 4
networks operate on the same geographical area and cannot utilize
the same channels. Accordingly to what we discussed above, the
impact of increasing the number of channels becomes less signifi-
cant after a certain point, independently on the noise power. For each
value of Ai, the convergence time linearly increases with the noise
power.
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Figure 2. The average number of iterations to converge to a NE versus
cardinality of each player action space (σ2 = 0.01). For each scenario, i.e.

number of players and number of available channels, we run 105

independent simulations (b = 0.05).
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Figure 3. The average number of iterations to converge to a NE versus
noise power at the receiver with N = 4 players. For each scenario, i.e. noise

power and number of available channels M , we run 105 independent
simulations (b = 0.05).

5 Conclusions
In this paper, we studied the problem of distributed channel alloca-
tion by exploiting a radio’s ability to operate in multiple channels
simultaneously. In particular, we extended the traditional channel se-
lection problem to allow a radio to decide how many and which chan-
nels it should use, while minimizing the interference suffered from
nearby systems. By modeling each player as a learning automaton
and using the Linear Reward Inaction scheme, we formally proved
convergence to a pure Nash equilibrium, under the assumption of
symmetric interference between the players.
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Abstract.1  In this position statement, we argue for the use of 
online algorithms for social choice and group decision making in 
sensor networks whereby self-interested agents socially maximize 
their utility and preferences, which are based on variable network 
state. Specifically, we consider the nondictatorship principle of 
Arrow’s Impossibility Theorem and discuss this in the context of 
the Schulze voting method. 

1 POSITION STATEMENT 

In Arrow's seminal paper on Social Choice Theory [1], it is 

shown that it is not possible to construct a voting procedure that is 

fair in the sense of Pareto optimality, independence of irrelevant 

alternatives, and universality save a dictatorship. This position 

statement argues for the application of Social Choice Theory and, 

in particular, the Schulze voting method [2] to the problem of 

making group decisions with regard to a discrete set of Medium 

Access Control (MAC) layer operational parameters. 

In sensors networks, determining the MAC layer operational 

parameters is an important task in ensuring the network meets 

given Quality of Service requirements subject to constraints, such 

as network longevity and available bandwidth. Typically, the 

operational parameters are optimized for peak load requirements, 

leading to wastage at times of low usage.  

Recent work in sensor networks [3] has considered the problem 

of gathering global network state at the base station to optimise the 

MAC layer parameters in terms of bandwidth, energy efficiency, 

and end-to-end reliability so as to enable the network to adapt to 

changes in the topology and dynamic workload requirements. 

Determining the optimal choice over the preferences of individual 

agents, or nodes within the network, in relation to social choice 

criteria, such as the Condorcet principle, is not equivalent to 

aggregating the network state at the base station and then solving a 

global optimization problem. As such, the approach discussed here 

from prior work [3][4] in MAC layer parameter optimisation2. 

In contrast to prior work, we argue that mechanisms, such as the 

Schulze voting method, should be incorporated into sensor network 

applications whereby social choice properties, such as the 

Condorcet criterion, Pareto optimality, the resolvability criterion,  

and clone independence are important; that is, in applications 

where group decisions are made through the voting of different 

nodes in the network. The Schulze method operates in polynomial 

time and can be easily implemented with a runtime complexity of 

                                                                 
1 CLARITY: Centre for Sensor Web Technologies, School of Computer 

Science and Informatics, University College Dublin, Belfield, Dublin 4, 
Ireland, email: {conor.muldoon,gregory.ohare}@ucd.ie 

2 It would, of course, be possible to determine individual agent preferences 
and then use a voting procedure at the base station provided the global 
state of the network is known, but prior work in sensor networks does not 
consider this. 

O(n3 + n2v), where n is the number of candidate options and v is 

the number of voters, through the incorporation of a modified 

version of the Floyd-Warshall algorithm. Due to its low 

complexity, this approach could potentially be used in the 

development of an in network voting procedure whereby agents, in 

the networks of moderate size, initiate ballots at different points 

throughout execution. Alternatively, it could be used at the base 

station for large scale networks of hundreds of nodes.  

In short, the Schulze voting method offers a practical approach 

to developing sensor network applications whereby group decision 

making at runtime, over a discrete set of actions or values for 

global network parameters, is necessary so as the ensure that the 

network operates efficiently. Incorporating social choice theory 

into sensor applications and protocols will enable the developer to 

ask not only does the application operate correctly, but what social 

choice characteristics it exhibits.  

Future work will investigate the role of social choice properties 

in the development of a Time Division Multiple Access MAC 

layer. Specifically, the Schulze method will be used in conjunction 

with the Agent Factory Micro Edition agent programming 

framework [5][6] and tested on a 100 node deployment of Java-

enabled motes developed at the Tyndall National Institute, 

University College Cork. 
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Model-based simulation and configuration of mobile
phone networks – The SIMOA approach
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Abstract. Machine to machine communication via mobile phone
networks is of increasing importance for mobile phone network sup-
pliers as well as for companies offering applications in the domain.
For example the question whether a distributed application that com-
municates within such a network can meet certain quality of services
has to be answered before deployment. In this paper we present a
tool that uses a model of the network and the intended network use
in order to answer such questions. Beside simulation of the network
the proposed approach is also capable of providing configurations,
i.e., changes in certain parameters in order to meet given specifica-
tions. The underlying tool makes use of a modeling language that
allows to specify the behavior of components over time and their in-
terconnections. In the paper we discuss the approach, the currently
deployed tool, the used modeling language, and some empirical re-
sults obtained that indicate feasibility of the approach for the indi-
cated application domain.

1 INTRODUCTION
There is a growing interest in machine to machine (M2M) communi-
cation. This is due to the fact of the currently available infrastructure
like the TCP/IP based internet or mobile phone networks. Because
of the still increasing amount of data that is transported using the
infrastructure, there is a growing need for actively controlling the in-
frastructure in order to prevent delays or breakdowns in the worst
case. In this paper we report on a tool, which has been developed as
part of the project Simulation and configuration of mobile networks
for M2M applications (SIMOA) that deals with the study of prin-
ciples for the simulation, configuration and optimization of mobile
networks. The focus of the project is to provide a tool for investigat-
ing and solving problems in wireless networks under the assumption
of a future user behavior and growing M2M applications. In partic-
ular, we are interested in reconfiguring a mobile network in case of
bottlenecks caused by requirements coming from future M2M ap-
plications. The result of the suggestions for reconfiguration coming
from the tool might be changes in the structure or the parameters of
the mobile network.

It is worth noting that the importance of the application area of the
introduced tool increases. The M2M market is growing in the coming
years to the largest customer of the mobile operators. The application
scenarios provide a large variety, with an emphasis in communica-
tion with energy suppliers of electricity meters, the automatic meter
reading (smart metering), and the tracking of vehicles and goods.

1 Technische Universität Graz, Austria, email: {inica,wotawa}@ist.tugraz.at
2 Kapsch Business Com, Austria
3 Kapsch Carrier Com, Austria

These application scenarios provide additional benefits for the cus-
tomers. For example,smart metering solutions can save utilities from
the problems of a short blackout, when the power is limited before
a blackout occurs. This requires that thousands of GPRS terminals
can communicate simultaneously. Unfortunately, the current mobile
networks are not designed to handle these requirements. For exam-
ple, at New Year’s Day handling all calls at midnight, is still almost
impossible. In the future, because of the growing number of M2M
applications, handling this vast amount of simultaneous calls is the
requirement throughout the whole year all time.

From the application domain we are able to derive the require-
ments for a tool that allows for providing change information for the
given mobile network considering future usage scenarios. The future
usage scenarios are determined by the communication needs of the
intended M2M applications.

• Language. The application domain requires information on the
structure and behavior of the network as well as on usage scenar-
ios. Because of the huge variety of networks and usage scenarios,
a modeling language has to be provided for formalizing the in-
formation. This language has to allow for stating the structure of
a system and the behavior of its components. Temporal aspects
like changes in network access over time has to be captured as
well. Moreover, in case of optimization the language has to pro-
vide means for stating optimality criteria.

• Simulation. The first step to evaluate whether an available mobile
network is capable of handling all requests imposed by a future
M2M application is to simulate the network behavior using the
communication requirements of the M2M application. Communi-
cation requirements might be maximum delays of replies of re-
mote machines on messages send or the required amount of data
to be send at the same time. If the simulation returns that the net-
work cannot handle certain requirements of the M2M application,
someone is interested in finding a re-configuration of the network
that allows for fulfilling the requirements if possible. The simula-
tion itself should be based on the introduced modeling language.

• Configuration. Changing an available network for fulfilling com-
munication scenarios imposed by M2M applications can be done
on several levels. Certain parameters of mobile phone cells can
be changed in order to provide more channels. New cells can be
added to the network. Thus changing the network topology. In our
application all such possible changes should be reported. Again
the same modeling language that is used for simulation should
also be used for providing configuration information.

• Optimization. Since there are very likely more than one re-
configuration for handling future communication requirements
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someone is interested in the optimal solution. This might be the
one with least costs or one that fulfills another optimality criteria.
Therefore, a requirement is that the optimality criteria can be spec-
ified and that it is possible to search for configuration fulfilling the
optimality criteria.

In order to handle simulation, configuration, and optimization
based on the same underlying information a model-based approach
has to be adopted. In particular, a modeling language that allows for
specifying structure and behavior of a systems as well as configura-
tion information is necessary. Not mentioned in the above require-
ments it is also necessary that the language can be used by ordinary
technicians and not only AI experts. This is due to the fact that both
the considered network as well as the M2M application requirements
change over time and has to be adapted. In this paper we present the
SIMOA approach that implements a model-based configuration en-
gine, which is capable of fulfilling the mentioned requirements. The
SIMOA approach is based on the SIMOL programming language,
which is object-oriented and from the syntax close to the Java pro-
gramming language. The SIMOL language is converted into a set of
constraints that can be used directly to compute configurations. In
this paper we also briefly discuss this conversion. The currently de-
ployed SIMOA tool simulates a mobile network and also allows for
deriving configurations.

The paper is organized as follows. In the next section we give an
overview of the SIMOA system’s architecture. Afterwards, we in-
troduce a small example we are going to use throughout the paper.
Further on we briefly introduce the modeling language SIMOL. A
discussion of obtained empirical results showing the scalability of
the approach and a conclusion finalize the paper.

2 SIMOA ARCHITECTURE

The requirements of the application domain indicate a general lan-
guage that allows for modeling technical systems comprising com-
ponents which are interconnected. Moreover, the language should
be able to formalize the behavior for simulating the system and the
knowledge necessary for carrying out configuration and later on opti-
mization. A language that is restricted to one M2M scenario is likely
not capable of handling different new scenarios at the same time. In
order to save investments we decided not only to come up with the
general modeling language SIMOL but also to develop a tool and its
underlying framework that is as general and thus flexible as possible.

The resulting SIMOL tool architecture comprises three modules
that are connected and interchange information. Figure 1 depicts the
SIMOA architecture. The central input to the tool is beside observa-
tions, i.e., case specific knowledge, the domain knowledge. Both case
specific knowledge and domain knowledge can be formalized using
the SIMOL language. We are discussing the language in the next
chapters of this paper and therefore omit any information regarding
the language. The program written in SIMOL is taken as input of the
first module, i.e., the SIMOL compiler, which maps the program to
a set of constraints. Moreover, the compiler generates a symbol table
that allows for mapping the variables used in the SIMOL program to
the variables used in the constraint representation. This is necessary
later on to map back the computed solutions.

The second module is the constraint solver. For more information
on constraints and constraint solving we refer the interested reader
to Rina Dechter’s book [2]. In our tool we are using the MINION
constraint solver [4]. Therefore, the SIMOL compiler generates a
MINION program, which is used by the CSP solver for computing
solutions. A solution to a CSP problem is an assignment of variables

SIMOL 
programs

Symbol table / mapping function

MINION 
program

CSP solu-
tions

Solutions

x_1 = 1
x_1 = 4
....

x 
y
z
...

x_1 
y_1
z_1
...

x = 1
x = 4
....

SIMOL 
compiler

Mapping

CSP
solver

SIMOA Tool

Figure 1. The SIMOA tool architecture

to values such that no constraint is violated. Hence, the result of the
second module is basically nothing else than a list of variable assign-
ment. This list of variable assignments is taken by the third module
the Mapping module. This module takes the solutions coming from
the constraint solver and changes the variable names to the names
used in the original SIMOL program. For this purpose the generated
symbol table is used.

Because of this architecture the obtained tool is general and can
be used to solve various tasks. The only requirement is that the do-
main and the case specific knowledge are specified using SIMOL.
In the next chapters we are going to introduce the language using a
small running example from the M2M domain where we smart me-
ters communicate via a mobile phone network to a server. It is worth
noting that the application we are going to deploy falls into this do-
main. The specified tool is specially tailored and hides the domain
knowledge from the user. The purpose of the tool is to show that a
given set of smart meters can be used in a region while still fulfilling
all requirements. Such requirements include for example, shutting
down power lines in a region within a certain amount of time. The
adapted SIMOA tool has been implemented in Java using the Google
Web Toolkit4. The tool is available for all partners of the project via
the web interface (see Figure 2).

3 RUNNING EXAMPLE
Complex systems like mobile networks are generally designed with
structural decomposition in mind in order to solve independently dif-
ferent subproblems, which may refer to various parts of the network
such as a mobile network cell or the required data storage.

For the sake of clarity, we choose to present here the simulation
process for a simplified cell with M2M communication capability,
comprising one base transceiver station and five smart meters. The
base transceiver station (BTS) facilitates the wireless communication

4 see code.google.com/webtoolkit/
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Figure 2. SIMOA Web GUI

between the smart meters and the network. For the running exam-
ple, we will further consider individually addressable smart meters,
called Point-to-Point (P2P) meters. As illustrated in the web inter-
face (see Figure 2), both P2P meters and BTS present specific con-
figurable parameters, based on which the simulator must generate
the appropriate output, corresponding to the desired use case. In the
following, we present one of the simulated use cases.

A typical scenario is the transfer of the daily load profiles from
the meters to the central meter-management office. That means only
the up-link traffic of the cell is investigated. Assuming that the me-
ters can only send this information from 12 a.m. to 7 a.m., the re-
quired transfer time is seven hours that is 25,200 seconds. We also
assume that, during this time period, the data transfer is uniformly
distributed.

Considering the input parameters depicted in Table 1. The SIMOA
simulator computes as outcome the resource utilization, i.e., the num-
ber of the used time slots, and the average, minimum and maximum
data transfer speed in kbit/s per cell (see Table 3).

Table 1. Input Parameters

Parameter Name Variable/Value
Total number of P2P meters z = 5
Number of P2P meters with CS1 v
Number of P2P meters with CS2 w
Number of P2P meters with CS3 x
Number of P2P meters with CS4 y
Data Amount per P2P Meter DMeter = 20kB
Required Transfer Time T 00 : 00− 07 : 00

The SIMOA tool simulates the cell over a number of states. Each

state corresponds to a different codeset distribution where a code set
is channel encoding that influences the amount of data to be trans-
ferred within a second. See Table 2 for possible channel encodings.
In order to simulate the dynamics of a real mobile network, we allow
the cell passing from one state to another. We fix the total number
of states during the simulation. Note that the model and the transi-
tion function between the states is defined in a SIMOL program. We
present the program in the next section. In this section we now focus
on available constraints for representing the model of the system.

For every state, the tool computes the real transfer rate per cell
Rreal according to the following formula

Rreal = (v ∗ CS1 + w ∗ CS2 + x ∗ CS3 + y ∗ CS4)/z

,
where CS1..CS4 refer to the channel encodings. In the simulation

given in Table 2. Consequently we obtain the maximum data transfer
speed in state S0 and the minimum data transfer speed in state S1
(see Table 3) .

Table 2. Channel Encoding

GPRS Coding Scheme kbit/s
CS1 8 kbit/s
CS2 12 kbit/s
CS3 14,4 kbit/s
CS4 20 kbit/s

Table 3. Real Transfer Rate per Cell

State: (v,w,x,y) Real Transfer Rate per Cell Rreal

S0:(0,5,0,0) 12 kbit/s
S1:(2,3,0,0) 10,44 kbit/s
S2:(2,2,1,0) 10,88 kbit/s
S3:(2,1,2,0) 11,36 kbit/s

Note that the needed data transfer speed Rneeded differs from the
upper mentioned real transfer rate and is computed using the follow-
ing formula:

Rneeded = z ∗DMeter/T

In our example, the average (needed) data transfer speed Rneeded

becomes:

Rneeded = 5 ∗ 163840Bit/25200s = 32, 51Bit/s

It is easy to observe that, in each of the generated states from Table
3, Rreal is much greater than the upper computed Rneeded, which
means that the requested data transfer is possible for all the codeset
distributions.

But let us consider now a scenario in which the transfer would not
be possible.

If we assume that the time duration is T=1 minute, then the needed
data transfer speed Rneeded becomes:

Rneeded = 5 ∗ 163840Bit/60s = 13, 33kBit/s

Another important parameter that one must take into consideration
at this point is the number of available GPRS time slots in the cell
TSavailable.
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We should also mention that the number of the used time slots,
depicted by TSneeded is derived from the needed data transfer speed
Rneeded divided by the real transfer rate Rreal, i.e.:

TSneeded = Rneeded/Rreal

Assuming that our BTS allocates TSavailable=1 time slots for the
M2M communication in the cell, the constraint that must be satisfied
is:

TSneeded <= TSavailable

In other words, if Rneeded > Rreal and we have just one time slot
allocated for the data transfer, the simulation will fail. This is the case
for all the states presented and takes us to the next step, i.e., the iden-
tification of a new parameter that will change its value from one state
to the other. We emphasize the fact that we currently restrict our-
self to reconfigurations changing parameters and other changeable
functions of the system only. With this restriction, reconfiguration
can be seen as a method for identifying changeable parts that enable
a system transition such that the resulting system fulfills the stated
requirements. Some aspects of this idea are discussed in [10].

4 SIMOL LANGUAGE
System knowledge modeling represents a significant part both in the
simulation and configuration process. In order to fit the different ne-
cessities and goals in each practical area, various languages have
been developed over time.

For the first category of languages, we mention Matlab/Simulink4

and Modelica5 as they are the most famous ones in the area of dy-
namic systems modeling and simulation. Although both of them are
complex languages, capable of modeling a great variety of compo-
nents, they are less appropriate for re-configuration purposes.

Further on, if we restrict ourselves to the domain of mobile net-
works applications, ns-2[9] and OPNET[1] are two of the most pop-
ular network simulation packages on the market. The ns-2 simula-
tor uses OTcl(an object oriented version of Tcl) as command and
configuration interface, while in OPNET the user creates networking
models by using the drag and drop approach. One drawback of us-
ing these tools in the domain of M2M applications is the difficulty
of simulating new platforms and protocols. In [6], the author men-
tions that implementing new protocols in the existing tool packages
is rather difficult and time consuming. Further more, both ns-2 and
OPNET operate at the packet level, which is not the case in our ap-
proach. For instance, in case of smart metering requirements, all the
meter profiles parameters are given per day and cell.

Regarding the languages used in the configuration domain, they
are usually not easy to learn and prevent the systems based on such
languages to be used in practice.

Hence, there is a strong need for an easy to learn and use modeling
language that is expressive enough to state configuration problems.
The modeling language we describe in this paper serves this purpose.
The SIMOL language is a declarative object-oriented language with
multiple inheritance, which adopts a clear Java-like syntax. Beside
the basic data types like integer and boolean, SIMOL makes use of
component instances and allows the modeler to state constraints be-
tween variables. For more details about the implemented language,
we refer the reader to [11].

In order to get a clear picture of the language without going into
details, we will further focus on a concrete example. Have a look at

4 www.mathworks.com
5 www.modelica.com

1. kbase CellSimulation;
2. component P2PMeter {
3. attribute int dbr, dlpr, dlpval, mdist,

doa, iptlogin, iptconn, iptwtg, dlmsconn,
ulgmsc, dlgmsc, gcspc;

4. constraints {
5. dbr = 1;
6. dlpr = 1;
7. dlpval = 1;
8. doa = 0;
9. mdist = {1..3};
10. iptlogin = 5;
11. iptconn = 5;
12. iptwtg = 30;
13. gspc = {1..4};
14. ulgmsc = 2;
15. dlgmsc = 4;
16. }
17. }
19. component BTS {
20. attribute int fpc, gtpc;
21. constraints{
22. fpc = 0..7;
23. gtpc = {1..4}
24. }
25. }
26. component Cell {
27. constraints {
28. BTS b1;
29. P2PMeter s[5];
30. exist (1, P2PMeter, midst=2);
31. exist (2, P2PMeter, midst=3);
32. exist (2, P2PMeter, midst=1);
33. }
34. transition {
35. forall ( P2PMeter ) {
36. if (midst=2 or gcspc != 2 )
37. gcspc.next = gcspc;
38. if (midst=1)
39. gcspc.next = gcspc + 1;
40. if (midst=3)
41. gcspc.next = gcspc - 1;
42. }
43. }
44. }

Figure 3. A SIMOL Program. The upper implemented SIMOL model is a
simplified version of the running example from section 3.

the SIMOL program depicted in Figure 3. Every SIMOL program
comprises two main parts:

• the knowledge base declaration, which is optional and usually
used to organize the components which are specific to a certain
domain or problem (similar to a Java package),

• the component definition, that is the main constructing unit of
a SIMOL program and is mandatory. All the defined compo-
nents posses a set of attributes and introduce constraints in the
system. Furthermore, for example the Cell component has a
transition{ . . . } block, by means of which the modeler
defines the transition function between two consecutive tempo-
ral states of the model. The attributes declaration is marked with
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the attribute keyword. Whereas the relations stated between
the component attributes and new component instance-declaration
statements appear enclosed in a constraints{ . . . } block.
In our approach, the constraints can be of three kinds:

– general constraints, which are satisfied in all the states.
The general constraints appear in the constraints{ . . . }
block;

– state-specific constraints, which are satisfied only in a certain
state. The state-specific constraints are given in an additional
observations file, that contains at least the initial constraints
(for the cell in the initial state). In our experiments, we con-
sidered that the observations file contains the default values for
the codesets used for each P2P meter, i.e., the codesets in state
S0.

– transition constraints between two consecutive states. The tran-
sition constraints appear in the transition{ . . . } block
and are implemented by means of the next operator.

In our running example, one can adapt the transfer speed auto-
matically depending on the meter location relative to the BTS lo-
cation. Thus, depending on the meter profile parameter mdist,
defined in Line 9 (see Figure 3), which represents the distance
between the BTS and the current meter, the codeset value, de-
fined in Line 13, can be increased or decreased by following the
constraints from the transition{ . . . } block of the Cell
component. Based on these transition constraints, the simulator
will generate for every state the new corresponding constraints.
Thus, in case of the defined Cell (Lines 26- 44), we have the con-
straints defined within the constraints { . . . } block plus
the constraints generated in the transition{ . . . } . More-
over, the component Cell also receives constraints from the
instances used in the component definition. For example, when
specifying in Line 28: BTS b1;, a new instance of BTS is gener-
ated and all the constraints of BTS are added to the constraints of
Cell.

Regarding the types of statements illustrated in the given SIMOL
program, we briefly mention:

• the component instance declaration, in Line 28, 29;
Using this kind of statements, we define the subcomponent hi-
erarchy in our model. The cardinality of these relations (i.e., the
number of subcomponents, which can be connected to a certain
component) is always finite.

• the arithmetic or/and boolean expression, illustrated in Line 36,
39 etc.;

• the initialization of attributes with integer valued ranges, in Line
9, that provides direct control over the possible values of a com-
ponent attribute;

• the forall block, in Line 35, and the conditional block, in Line 36;
• the exist statement, in Line 30, meant to ease the manipulation of

large sets of component instances.

5 EXPERIMENTS
In order to prove feasibility of the proposed approach, we conducted
some experiments in the application domain using the first model
of a mobile network cell that communicates with a varying number
of P2P meters. The number of P2P meters varied from 5 to 1,000
leading to quite large constraint systems comprising up to 36,000
constraints and 16,000 variables. Table 4 shows the obtained running
times when restricting to searching for 10 solutions at maximum and
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Figure 4. Comparing running times for constraint solving for a specific
maximum number of solutions when the variable domain is fixed to

[0..1,000]

4 temporal states. For the experiments we made use of a notebook
with Intel(R) Core(TM) i7 CPU 1.73 GHz and 4 GB of RAM running
under Windows 7.

The obtained results indicate that the approach is feasible for the
application domain. Especially when considering that in most cases
not more than 1000 P2P meters should be connected to one cell.
Moreover, usually the simulation should only clarify whether there is
a result for the intended configuration. Hence, finding a small num-
ber of solutions is acceptable in the M2M domain. In order to give
an estimate on the impact of the searching for more solutions we also
conducted an experiment where we restricted the variable domain to
[0..1,000] and used Minion to search for a maximum of 60 solutions.
Figure 4 shows the measured running times in comparison to search-
ing for 10 solutions. From this figure we see an increase of running
time. However, the results are still in an acceptable range and we are
able to proof feasibility with respect to our application domain.

In future experiments we will use more sophisticated models from
other domains in order to explore the influence of the models for
solving constraints using SIMOL as modeling language. Moreover,
there are many ways of representing SIMOL as set of constraints,
which might also influence the overall running time. Exploring dif-
ferent mappings from SIMOL to Minion has to be done in future
research.

6 RELATED RESEARCH AND CONCLUSION

In our research, we intend to combine techniques from both simula-
tion and configuration domains, such that the implemented tool could
meet the demands imposed by different problem types.

Beside the already mentioned available network simulators, ns-
2 and OPNET, there is a multitude of commercial software planning
tools which combine the environment specific constraints with signal
propagation. In [5], the implemented WLAN modeling tool defines
the environment by describing the floor plan structure and the wall
types. This definition will further serve as input for the electromag-
netic propagation model, which eventually leads to an estimation of
the maximum achievable throughput in specific sites within the con-
sidered building. The optimization module is used to automatically
optimize the number of access points and their position to meet site
specific demands.

SIMOA is, on the contrary, no design tool, it has no drawing tools
and the results vary depending on the desired use case. They may in-

16



Table 4. Simulation results obtained for different integer variable domains. The solution number is limited to 10, by making use of the MINION
command-line switch −sollimit10 when running the MINION Solver. The given running time is a rounded average value over 3 runs.

SIMOL Program MINION File Simulation Time [sec] for different domains
P2P Meters No. LOC Constraints No. Variables No. [0..100] [0..200] [0..500] [0..1,000] [0..10,000]

5 46 215 97 0.015 0.031 0.046 0.047 0.078
10 46 406 178 0.031 0.046 0.046 0.062 0.078

100 46 3,507 1,620 0.320 0.320 0.350 0.420 0.700
500 46 19,015 8,020 1.960 2.070 2.260 2.400 na

1,000 46 36,010 16,011 4.570 4.630 4.800 5.780 na

clude the graphical evolution of the data transfer rate over the time,
tables with the constant and variable simulation parameters, etc. Re-
garding the optimization, we intend to introduce different optimal-
ity criteria, based on our industrial partners requirements. We could
have for instance: minimality of necessary changes in a cell/ network,
minimal duration for a specific data transfer etc.

In the end, we will shortly recall a couple of configuration systems,
which illustrate some important knowledge-based configuration spe-
cific notions.

A powerful configuration system that makes use of constraint pro-
gramming(CP) together with a description logic(DL) is the ILOG
(J)Configurator [8]. The combined CP-DL language provides, on the
one hand, the constraints, needed in the decision process specific to
configuration, and on the other hand, the constructs of the descrip-
tion logic, able to deal with unknown universes. When solving the
problem, the constructs of description logic, which are well-suited to
model the taxonomic and partonomic relations, are mapped on con-
straints and hereby the wide range of constraint solving algorithms
can be used.

Other configuration systems include ConBaCon (Constraint-
Based Configuration) [7] and CAWICOMS (Customer-Adaptive
Web Interface for the Configuration Of products and services with
Multiple Suppliers) [3]. ConBaCon treats the special case of re-
configuration, using the conditional propagation of constraint net-
works and has its own input language - ConBaConL. In [7], the au-
thors present ConBAConL, a ”largely declarative specification lan-
guage”, by means of which one can specify the object hierarchy, the
context-independent constraints and the context constraints. Further-
more, the constraints are divided into Simple Constraints, Composi-
tional Constraints and Conditional Constraints.

In [3], an application scenario for semantic Web services is pre-
sented, choosing as example the domain of telecommunication ser-
vices. In order to define a common language for representing the
properties of configurable products and services, the authors use a hi-
erarchical approach of related ontologies. By means of DAML+OIL
language, a flexible product ontology for complex, customizable
products can be modeled, the domain knowledge being consistently
represented in XML. For the configuration task, the ILOGs domain-
independent and Java-based JConfigurator was adopted. JConfigura-
tor implements Generative Constraints Satisfaction for solving com-
plex configuration problems. Actually, the configuration task is ex-
ecuted on a distributed architecture, i.e., each involved configurator
has only a partial view on the product model. The communication
between the configurators occurs by means of XML-based SOAP
messaging and Web Services.

In contrast to previous work in configuration, we have models
that capture the temporal aspects of the real system. Moreover, the
approach is a model-based approach where simulation and configu-
ration results can be directly obtained from the underlying models.
The currently deployed system uses a model of the communication

within a mobile phone network written using the SIMOL model-
ing language. SIMOL is an object-oriented language that allows for
specifying constraints at a higher level. In the current implementa-
tion SIMOL programs are mapped to Minion constraints and Minion
is used to provide solutions. The configuration capabilities are cur-
rently limited to parameter configurations. An extension to allow for
changing structures and components as well as an module for com-
puting optimal solutions is left for future research. Moreover, in the
future we also want to provide different models from different do-
mains.
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Multiple Sink and Relay Placement
in Wireless Sensor Networks

Lanny Sitanayah 1 and Kenneth N. Brown 2 and Cormac J. Sreenan 3

Abstract. Wireless sensor networks are subject to failures. Deploy-
ment planning should ensure that when a sink or sensor node fails,
the remaining network can still be connected, and so may require
placing multiple sinks and relay nodes in addition to sensors. For
network performance requirements, there may also be path-length
constraints for each sensor node. We propose two local search al-
gorithms, GRASP-MSP and GRASP-MSRP, to solve the problem
of multiple sink placement and the problem of multiple sink and
relay placement, respectively. GRASP-MSP minimises the deploy-
ment cost, while ensuring that each sensor node in the network is
double-covered, i.e. it has two length-constrained paths to two sinks.
GRASP-MSRP deploys sinks and relays to minimise the deployment
cost and to guarantee that all sensor nodes in the network are double-
covered and noncritical. A sensor node is noncritical if upon its re-
moval, all remaining sensor nodes still have length-constrained paths
to sinks. We evaluate the algorithms empirically and show that both
GRASP-MSP and GRASP-MSRP outperform the closely-related al-
gorithms from the literature for the lowest total deployment cost.

1 INTRODUCTION
A wireless sensor network (WSN) is composed of a large number of
sensor nodes [1]. Each sensor node is a battery-powered device with
limited storage, processing and communication capability. It is able
to sense a close-by physical phenomenon, perform a simple com-
putation and send its data wirelessly over a multi-hop network to a
special node called a data sink. This network is subject to failure as
the wireless devices and the communication links are unreliable. A
sensor node may fail due to limited battery life or hardware malfunc-
tion, or may be damaged by weather or human intervention. When
some sensor nodes fail, the network may be disconnected and thus
it cannot gather information from the isolated area. Although a sink
has more resources than a sensor node, this electronic device may
fail too.

To protect against network failure, it is important to plan the topol-
ogy deployment. In this paper, we study WSN deployment planning,
with the aim of protecting the network against a single failure. That
is, after a failure of a sink or a sensor node, each remaining sensor
node can deliver its data to a sink through a multi-hop path with an
acceptable length. We consider the path length restriction as data la-
tency requirements may be important in WSN applications. To be

1 Mobile & Internet Systems Laboratory (MISL) and Cork Constraint Com-
putation Centre (4C), Department of Computer Science, University College
Cork, Ireland, email: ls3@cs.ucc.ie

2 Cork Constraint Computation Centre (4C), Department of Computer Sci-
ence, University College Cork, Ireland, email: k.brown@cs.ucc.ie

3 Mobile & Internet Systems Laboratory (MISL), Department of Computer
Science, University College Cork, Ireland, email: cjs@cs.ucc.ie

robust to sink failure, it is necessary to deploy multiple sinks in the
network such that each sensor node is double-covered, i.e. it has
length-bound paths to two sinks. While we restrict our assumption
to k-covered, where k = 2 in this paper, our solution is also appli-
cable to any integer k≥ 1. To protect against sensor node failure, it
is necessary to place some relay nodes, which do not sense, but only
forward data from other nodes. So when a sensor node fails, each re-
maining sensor node still has at least one length-bound path to a sink.
Installing sinks and relays comes at a cost that includes not only the
hardware purchases, but also the installation and maintenance cost,
thus motivating our solution to minimise the total deployment cost.

Our main contribution is a solution that minimises the total cost of
sink and relay deployment but ensures the network robustness against
a single device failure, either a sink or a sensor node. Our solution
uses local search algorithms based on GRASP [4]. Firstly, we look
at the multiple sink placement (MSP) problem to ensure that each
sensor node is double-covered. We propose GRASP-MSP and show
that it can find the same cost as the optimal solution with shorter
runtime. Even though finding the optimal solution is sufficient for
the multiple sink placement problem, the GRASP-MSP performance
gives us confidence to use the same local search technique for the
more complex multiple sink and relay placement (MSRP) problem.
GRASP-MSRP employs the concept of length-constrained connec-
tivity and rerouting centrality (l-CRC) introduced in [10] to identify
every sensor node which if failed can cause other nodes to lose their
length-bound paths to sinks. We demonstrate empirically that the so-
lutions produced by GRASP-MSRP are over 30% less costly than
those of a greedy-based approach. Although GRASP-MSRP’s exe-
cution time is longer than that for the greedy approach, the runtime
issue is not a problem since the deployment planning is an offline
process that is executed before the actual deployment.

The remainder of this paper is organised as follows. In Section 2,
we briefly describe the background and review the related work
on sink and relay deployment algorithms. We present and evaluate
GRASP-MSP and GRASP-MSRP in Section 3 and 4, respectively.
Finally, Section 5 concludes the paper.

2 BACKGROUND AND RELATED WORK

A WSN can be modeled as a graph G=(V, E), where V is a set of
nodes and E is a set of edges. Each edge connects two nodes that are
within transmission range of each other4, and the two nodes are said
to be adjacent. A path of length t between two nodes v and w is a se-
quence of nodes v=v0, v1, . . . , vt =w, such that vi and vi+1 are ad-
jacent for each i. A path from a node v to a set of nodes W is simply

4 For simplicity we assume bi-directional links, but this could be easily re-
laxed by specifying a more complex connectivity graph.
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a path from v to any node w∈W . Two nodes are connected if there
is a path between them. A graph is connected if every pair of nodes is
connected. Sensor network topology is an undirected graph and for
simplicity, we assume that the graph is connected. H =(W, E↓W ) is
an induced subgraph of G=(V, E) if W ⊂V and E↓W has exactly
the edges that appear in G over the same vertex set (where E ↓X
means a set of edges restricted to those that connect nodes in X).

In the literature, the problems of deploying sinks and relays are
solved separately. Some sink deployment algorithms have been pro-
posed with objectives to minimise and balance the energy consump-
tion across networks [11, 6], reduce packet delivery latency [12],
meet the required lifetime [8] and make the network double-covered
for fault-tolerance [3]. Even though the algorithm in [3] is not de-
signed for WSNs, the problem of finding the optimal positions for
core nodes in passive optical networks [3] is similar to the problem
of finding optimal positions for sinks in WSNs. Similar to our objec-
tive, i.e. to minimise the deployment cost, the algorithms proposed
in [11, 8] try to minimise the number of sinks deployed, while the
number of sinks is given in [6, 12, 3]. In [11], a sink is chosen greed-
ily from a set of candidate locations such that it can cover as many
sensor nodes, which are within the hop count bound from the sink, as
possible. However, this algorithm does not consider double-covered
networks. In [8], the algorithm deploys sinks one by one until the
desired network lifetime is reached. It does not make the network
double-covered and uses the well-known k-means clustering algo-
rithm to identify the positions of sinks, which are assumed can be
placed anywhere in the region. The algorithm in [3] also uses the k-
means clustering algorithm to place a given number of sinks to make
the network double-covered.

The problem of deploying relay nodes for increased reliability has
long been acknowledged as a significant problem [2, 9, 5, 7, 10]. The
relay placement algorithm proposed in [10], GRASP-ABP, is also
a GRASP-based local search algorithm. It uses length-constrained
connectivity and rerouting centrality (l-CRC) to identify critical
nodes. Centrality indices is a core concept in social network analysis,
used to determine the importance of a node in a network. Originally,
it is measured by counting the number of the shortest paths passing
through a certain node. A sensor node is identified as a critical node
if upon its removal, more sensor nodes will have no path of length
≤ lmax to a sink, where lmax is the maximum acceptable path length.
Using l-CRC, a sensor node is critical if its centrality index is above
a threshold. l-CRC is formulated as

l-CRC(v)= < l-CC(v), l-RC(v)> (1)

l-CRC has two values: length-constrained connectivity centrality (l-
CC) and length-constrained rerouting centrality (l-RC), which are
formulated below.

l-CC(v)= |{w∈D(v); d(w, S)≤ lmax, dv(w, S)>lmax}| (2)

l-RC(v)=
∑

w∈D(v)

(
max{dv(w, S), lmax}
max{d(w, S), lmax}

−1

)
; dv(w, S) 6=∞

(3)
D(v) is the set of node v’s descendants in the routing tree, S is the
set of sinks, d(u, w) denotes the shortest path length between nodes
u and w, while dv(u, w) represents the length of the shortest path
from u to w which does not visit v. After identifying the critical
nodes, relays are deployed around those nodes to preserve backup
paths if they die. Using l-CRC allows us to trade off the deployment
cost against the robustness of the network. GRASP-ABP has been
shown to deploy fewer relays compared to the algorithm in [2, 9].

The greedy randomized adaptive search procedure (GRASP) [4] is
a metaheuristic intended to capture the good features of pure greedy
algorithms and of random construction procedures. It is an iterative
process, which consists of two phases: a construction phase and a lo-
cal search phase. The construction phase builds a feasible solution as
a good starting solution for the local search. The probabilistic com-
ponent of a GRASP is characterised by randomly choosing one of the
best initial solution. Since the solution produced by the construction
phase is not necessarily the local optimum, the local search works
iteratively to replace the current solution by a better one.

3 MULTIPLE SINK PLACEMENT (MSP)

Figure 1. (a) A WSN with 4 candidate sinks and (b) the double-covered
WSN where lmax = 3

We partition nodes into a set of sensors T and sinks S. In the
graph representation, V = T ∪S. Note that at this stage we do not
use relay nodes yet. A sensor node is double-covered if and only if it
has at least two paths of length ≤ lmax to two sinks in S. If a sensor
node is not double-covered, it is uncovered. We define a WSN to
be double-covered if each sensor node v ∈ T is double-covered. In
the multiple sink placement problem, given a graph G=(T∪AS, E),
where AS is a set of candidate locations for sinks with a non-negative
cost function c : AS→ R, we find a minimum cost subset S ⊆AS

such that H = (T ∪S, E↓T∪S) is double-covered. We illustrate this
problem in Figure 1.

We propose GRASP-MSP to solve the multiple sink placement
problem. As with other GRASP-based algorithms, GRASP-MSP
consists of two steps: construction phase to construct an initial feasi-
ble solution and local search phase to explore the neighbourhood of
the initial solution, looking for lower cost solutions. To speed-up our
GRASP algorithm’s processing time, we compute the shortest path
from all sensor nodes to all candidate sinks once in the beginning and
store the length of the shortest path in Distance table, while the parent
of each sensor node in the shortest path to a candidate sink is stored
in Parent table. For example, for G=(T∪AS, E), DistanceG(v, w)
shows the length of the shortest path from a sensor node v ∈ T to a
candidate sink w ∈ AS, while ParentG(v, w) shows the parent of a
sensor node v on the shortest path to a candidate sink w∈AS.

3.1 GRASP-MSP: Construction Phase
In the construction phase, we find S, an initial set of sinks. Instead
of selecting the best candidate sink from AS to be put in S, which
can minimise the number of uncovered nodes, we add randomisation
to the initial solution by choosing a sink from AS randomly. This
random selection is repeated until the network is double-covered or
all candidate sinks have been chosen.

3.2 GRASP-MSP: Node-based Local Search
Let S be the set of sinks. We explore the neighbourhood of the cur-
rent solution by adding a new sink s∈AS\S into S that can eliminate
some existing sinks from S to minimise the total cost as possible.
This move must always ensure that the network is double-covered.
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3.3 GRASP-MSP: Algorithm Description
The GRASP-MSP pseudocode is given in Algorithm 1. It takes as
input the original graph G=(T ∪AS, E), the set T of sensor nodes,
the set AS of candidate sinks, the cost function c, the pre-computed
DistanceG table, the maximum acceptable path length lmax, and the
number of iterations (max iterations). In each iteration, the construc-
tion phase to find the initial set of sinks S is executed in line 3. The
local search starts with the initialisation of the best set and the best
cost in line 6. The loop from line 7 to 22 searches for the best move,
i.e. finding a new sink r∈AS\S that can eliminate as many existing
sinks from S as possible. The loop from line 9 to 15 tries to find the
set Z ⊆ S of existing sinks that are safe to be removed after the in-
sertion of r. The sinks in Z are safe to be removed if all sensor nodes
in H =(T∪S∪{r}\Z, E↓T∪S∪{r}\Z) are double-covered. In line 16,
we check if the new solution reduces the total cost of the current best
solution. If the total cost can be reduced, we reset the set of the best
set in line 17. If the total cost is the same, we keep this new solution
in the set of the best set as shown from line 19 to 21.

When all moves have been evaluated, we check in line 23 if an
improving solution has been found. If the moves produce a better
solution, the set of sinks S is updated in line 24 by selecting one
best set randomly from the set of the best set. Then, the local search
continues. If at the end of the local search we find a better solution
compared to the best solution found so far, we update in line 29 the
set of sinks and the lowest total cost found. The best sink set S∗ is
returned in line 32.

Algorithm 1. GRASP-MSP
Input : G, T , AS, c, DistanceG, lmax, max iterations
Output: S∗

1: best value←∞
2: for i←1 to max iterations do

/* Construction phase */
3: Find S by choosing sinks from AS randomly
4: do
5: solution updated←false

/* Local search phase */
6: best set0←S, best cost←

∑
v∈S cv , best num set←1

7: for all r∈AS\S do
8: Z←∅
9: for all t∈S do

10: Z←Z∪{t}, H =(T∪S∪{r}\Z, E↓T∪S∪{r}\Z)
11: Find num uncovered in H using DistanceG and lmax

12: if num uncovered>0 then
13: Z←Z\{t}
14: end if
15: end for
16: if

∑
v∈S∪{r}\Z cv <best cost then

17: best num set←0
18: end if
19: if

∑
v∈S∪{r}\Z cv≤best cost and S∪{r}\Z /∈best set then

20: best setbest num set←S∪{r}\Z,
best cost←

∑
v∈S∪{r}\Z cv ,

best num set++
21: end if
22: end for
23: if best cost<

∑
v∈S cv then

24: S←select a set randomly from best set
25: solution updated←true
26: end if
27: while solution updated

/* Best solution update */
28: if

∑
v∈S cv <best value then

29: S∗←S, best value←
∑

v∈S cv

30: end if
31: end for
32: return S∗

3.4 Evaluation of GRASP-MSP
In the evaluation, we want to show that GRASP-MSP is effective
and efficient in finding the lowest cost sink deployment compared to
other closely-related algorithms and the optimal solution. To measure
the performance of the algorithms, we use cost and runtime metrics.
Cost measures the total cost of sinks, while runtime is the algorithm’s
total execution time.

The results are based on the mean value of 20 randomly gener-
ated network deployments. The network consists of 100 sensor nodes
deployed within randomly perturbed grids, where a sensor node is
placed in a unit grid of 8m×8m and the coordinates are perturbed.
To get sparse networks (average degree 2-3), we generate more grid
points than the number of nodes. We use 11×11 grids to randomly
deploy 100 sensor nodes. 25 candidate sinks are also distributed in a
grid area, where a candidate occupies a unit grid of 18m×18m. Both
sensor nodes and sinks use 10 metres transmission range.

We compare GRASP-MSP against minimise the number of sinks
for fault-tolerance (MSFT) algorithm, cluster-based sampling for
multiple sink placement (CBS-MSP), the greedy version of multiple
sink placement (Greedy-MSP) and the optimal solution. MSFT and
CBS-MSP are algorithms based on the well-known k-means cluster-
ing algorithm. MSFT is similar to [8]. In [8], sinks can be deployed
anywhere and they are added one by one in the network until a re-
quired lifetime is met. Unlike [8], MSFT has candidate locations and
keeps adding sinks until the network is double-covered. CBS-MSP is
similar to cluster-based sampling (CBS) algorithm proposed in [3],
but with some modification. In CBS, the number of sinks is given
and the objective is to minimise the total road distance from all nodes
to the sinks where each node is required to be double-covered. Un-
like CBS, CBS-MSP tries to reduce the number of sinks and thus
the deployment cost. We implement CBS-MSP using path length to
represent distance between two nodes and also we have path-length
restrictions. In each iteration, both CBS and CBS-MSP try to find
the best sink locations to ensure the network is double-covered. k-
means clustering algorithm is used in these algorithms to divide the
network into clusters and to find the position of each sink, which is
in the centre of a cluster. The performances of MSFT and CBS-MSP
depend on the randomly selected sink locations. Therefore, we use
the maximum iteration (MaxIter) to limit the number of iterations.
Greedy-MSP is similar to [11], but it considers double-covered net-
works. Greedy-MSP deploys sinks one by one until the network is
double-covered. In each iteration, the greedy move picks the best
sink that can minimise the number of uncovered nodes as possible.
In Greedy-MSP, if two or more moves offer the same solution, we
select one arbitrarily. We also try to evaluate them all, which we call
Greedy-MSP-All.

The optimal solution is modeled using binary linear programming
with the objective is to minimise the total sink cost, i.e.

min
∑
j∈S

cjxj (4)

subject to the following constraints ∑
j∈S

lijxj≥2; ∀i∈T (5)

dij≤ lmax⇒ lij =1, dij >lmax⇒ lij =0; i∈T, j∈S (6)

xj ∈{0, 1}; j∈S (7)

c is the cost of a candidate sink x. The first constraint guarantees each
sensor node has at least two paths to two sinks. The paths are length-
bounded, which are shown in the second constraint using a binary
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function lij . It has value equal to one if the shortest path length from
a sensor node i to a sink j ≤ lmax, otherwise its value is zero. In the
third constraint, a candidate sink is either selected to be deployed or
not. The binary linear programming for the optimal solution is im-
plemented in Matlab, while the other algorithms are written in C++.
Tests are carried out in 2.40 GHz Intel Core2 Duo CPU with 4 GB
of RAM.

In the simulation, we find the best locations to deploy the least
number of sinks to make the networks double-covered. We consider
the cases where the maximum acceptable path length from each sen-
sor node to a sink is 6 and 10. The number of sinks deployed by
each algorithm is shown in Figure 2 and the runtime is in Table 1.
The simulation results show that GRASP-MSP with max iterations
= 10 requires the same number of sinks with shorter runtime com-
pared to the optimal solution. It also outperforms MSFT, CBS-MSP
and Greedy-MSP. Greedy-MSP has the shortest runtime, but it places
more sinks compared to GRASP-MSP. At this stage, finding the op-
timal solution is sufficient for the multiple sink placement problem
since the runtime issue is not a problem in offline algorithms. How-
ever, using local search technique to later solve the multiple sink and
relay placement problem is fully justified by GRASP-MSP as it pro-
vides the same result as the optimal solution and even faster.

Figure 2. Number of sinks needed for multiple sink placement algorithms
versus maximum path length

Table 1. Multiple sink placement algorithms’ runtime

Algorithms Runtime (sec)
lmax =6 lmax =10

MSFT-MaxIter=1 0.4188 0.0288
MSFT-MaxIter=10 4.0429 0.3102
MSFT-MaxIter=100 40.8313 3.1647
CBS-MSP-MaxIter=1 1.0297 0.0235
CBS-MSP-MaxIter=10 10.1797 0.2069
CBS-MSP-MaxIter=100 97.0899 2.0844
Greedy-MSP 0.0024 0.0040
Greedy-MSP-All 7.9664 0.0071
GRASP-MSP 0.0688 0.0452
GRASP-MSP-All 0.1305 0.0750
Optimal Solution 0.0727 0.0867

4 MULTIPLE SINK AND RELAY PLACEMENT
(MSRP)

For the sink and relay placement, nodes are partitioned into a set of
sensors T , relays R and sinks S. In the graph representation, V =
T ∪R∪S. We identify a sensor node to be critical if and only if
upon its removal, more sensor nodes will have no path of length ≤

Figure 3. (a) A WSN with 4 candidate sinks and 4 candidate relays, and
(b) the double-covered and noncritical WSN where lmax = 3

lmax to a sink. Otherwise, it is noncritical. We define a WSN to be
noncritical if each sensor node v ∈ T is noncritical. In the multiple
sink and relay placement problem, given a graph G = (T ∪AR∪
AS, E), where AR and AS are sets of candidate locations for relays
and sinks, respectively, we find minimum cost subsets R⊆AR and
S ⊆ AS such that H = (T ∪R∪S, E ↓T∪R∪S) is double-covered
and noncritical. The relay and sink candidate locations are associated
with a non-negative cost function c : AR∪AS→R. We assume that
a relay is cheaper than a sink because sinks usually are assumed to
be powered and have WiFi/ethernet backhaul. The multiple sink and
relay placement problem is illustrated in Figure 3, where the numbers
represent the devices’ costs.

We develop GRASP-MSRP to solve the multiple sink and relay
placement problem. To identify critical nodes, GRASP-MSRP uses
length-constrained connectivity and rerouting centrality (l-CRC)
proposed in [10]. A node is critical if its centrality index is above
a threshold. We can raise the threshold to trade off the deployment
cost against the robustness of the network. However, in this paper,
we only assume zero threshold for full reliability.

4.1 GRASP-MSRP: Construction Phase
In the construction phase, we find R and S as our initial sets of re-
lays and sinks, respectively. We need at least two sinks for a double-
covered WSN, so we firstly choose two sinks randomly from AS.
We then deploy relays from AR to minimise the number of uncov-
ered and critical nodes. If a sensor node v ∈ T is uncovered, we
try to place some relays to construct a path to a sink w ∈ S if Dis-
tanceH(v, w) > lmax but DistanceG(v, w) ≤ lmax. We choose the
relays that appear on the shortest path from v to w by tracing the
path in ParentG(v, w). If the sensor node needs two paths to make it
double-covered, this step is repeated twice. If a sensor node v∈T is
critical, we deploy relays that appear on the shortest path from each
descendant of v to a sink w ∈ S bypassing v, as long as the short-
est path length is ≤ lmax. We basically alternate the sink and relay
addition during this process. However, we do not add more sinks if
at some points the network is already double-covered. If the problem
has a feasible solution, the network is double-covered and noncritical
at the end of the construction phase.

4.2 GRASP-MSRP: Node-based Local Search
Let R be the set of relays and S be the set of sinks. We look for
a lower cost solution by adding either a new relay r ∈ AR \R into
R or a new sink s ∈AS\S into S that can eliminate some existing
relays from R and sinks from S to minimise the total cost as possible.
Given that the cost of a sink is higher than the cost of a relay, we also
try to minimise the total cost by adding some relays into R when
we eliminate an existing sink from S. The local search moves are
performed to reduce the total cost, but must ensure that the network
is still double-covered and noncritical in each iteration.
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4.3 GRASP-MSRP: Algorithm Description
The GRASP-MSRP pseudocode is given in Algorithm 2. Its concept
is similar to GRASP-MSP in Algorithm 1 with some differences. We
will only describe its differences. Firstly, GRASP-MSRP takes the
set of candidate relays AR as one of its input. Secondly, the shortest
paths from all sensor nodes to all sinks are computed several times
in line 12, 18 and 24 due to the addition and elimination of relays.

Algorithm 2. GRASP-MSRP
Input : G, T , AR, AS, c, lmax, max iterations
Output: R∗, S∗

1: best value←∞
2: for i←1 to max iterations do

/* Construction phase */
3: Find initial R and S, W←R∪S
4: do
5: solution updated←false

/* Local search phase */
6: best set0←W , best cost←

∑
v∈W cv , best num set←1

7: for all r∈AR∪AS\W do
8: Y ←{r}, Z←∅, X←∅
9: for all t∈W∪X do

10: Z←Z∪{t}, X←∅
11: H =(T∪W∪Y \Z, E↓T∪W∪Y\Z)
12: Calculate DistanceH
13: Find uncovered set in H using DistanceH and lmax

14: if |uncovered set|>0 then
15: X←X∪{Find relays to minimise |uncovered set|}
16: end if
17: H =(T∪W∪X∪Y \Z, E↓T∪W∪X∪Y\Z)
18: Calculate DistanceH
19: Find critical set in H using DistanceH and lmax

20: if |critical set|>0 then
21: X←X∪{Find relays to minimise |critical set|}
22: end if
23: H =(T∪W∪X∪Y \Z, E↓T∪W∪X∪Y\Z)
24: Calculate DistanceH
25: Calculate num uncovered and num critical in H

using DistanceH and lmax

26: if num uncovered=0 and num critical=0 then
27: Y ←Y ∪X , Z←Z\X
28: end if
29: if num uncovered>0 or num critical>0 then
30: Z←Z\{t}
31: end if
32: end for
33: if

∑
v∈W∪Y\Z cv <best cost then

34: best num set←0
35: end if
36: if

∑
v∈W∪Y\Z cv≤best cost and W∪Y \Z /∈best set then

37: best setbest num set←W∪Y \Z,
best cost←

∑
v∈W∪Y\Z cv ,

best num set++
38: end if
39: end for
40: if best cost<

∑
v∈W cv then

41: W←select a set randomly from best set
42: solution updated←true
43: end if
44: while solution updated

/* Best solution update */
45: if

∑
v∈W cv <best value then

46: R∗←∅, S∗←∅
47: for all v∈W do
48: if v∈AR then
49: R∗←R∗∪{v}
50: else
51: S∗←S∗∪{v}
52: end if
53: end for
54: best value←

∑
v∈W cv

55: end if
56: end for
57: return R∗, S∗

In line 13, the algorithm checks for uncovered nodes. If some ex-
ist, it tries to deploy relays in line 15. The identification of critical
nodes is performed in line 19. If some exist, relays are added in
line 21. Note that we try to minimise the total cost by adding some
relays when we eliminate a sink. These relays are saved in X as
shown in line 15 and 21, which later will be included in Y , the set
of new relays and sinks to be inserted, if X helps the network be-
come double-covered and noncritical. The network is checked if it is
double-covered and noncritical in line 25. The rest of the pseudocode
has similar role to GRASP-MSP’s.

4.4 Evaluation of GRASP-MSRP
We evaluate the total deployment cost and the runtime of GRASP-
MSRP against minimise the number of sinks and relays for fault-
tolerance (MSRFT) algorithm, cluster-based sampling for multiple
sink and relay placement (CBS-MSRP) and the greedy version of
multiple sink and relay placement (Greedy-MSRP). MSRFT, CBS-
MSRP and Greedy-MSRP use MSFT, CBS-MSP and Greedy-MSP,
respectively, to find the best locations to deploy sinks and GRASP-
ABP [10] to deploy relays. These three algorithms start by finding
the best locations for two sinks before utilising GRASP-ABP [10]
to deploy relays. The number of sinks is gradually increased and
GRASP-ABP is used to deploy relays until the network becomes
double-covered and noncritical.

We follow the same simulation setting as for the multiple sink
placement problem in Section 3.4. In addition, we have 81 candidate
relays distributed evenly in a grid area. A candidate relay occupies
a unit grid of 10m×10m. In the simulation, we only use 100 as the
maximum iteration (MaxIter) for MSRFT and CBS-MSRP. We also
use different sink costs (cS), i.e. 3, 6, randomly between 3 and 6,
and 10 units, while relay cost is 1 unit. The total sink and relay de-
ployment cost suggested by each algorithm with lmax =6 is shown in
Figure 4 and the runtime is in Table 2. The results show that GRASP-
MSRP with max iterations=10 has the lowest total cost compared to
other algorithms. Although GRASP-MSRP’s runtime is the longest,
this is acceptable since the deployment planning is an offline process,
which is carried out during the initial design phase.

Figure 4. Total cost for multiple sink and relay placement algorithms
versus sink cost

Table 2. Multiple sink and relay placement algorithms’ runtime

Algorithms Runtime (sec)
cS =3 cS =6 cS =3−6 cS =10

MSRFT-MaxIter=100 61.9235 60.3157 60.1228 59.2399
CBS-MSRP-MaxIter=100 61.2929 64.0727 62.0789 61.9352
Greedy-MSRP 153.7541 146.8796 130.1220 141.8679
GRASP-MSRP 196.5039 216.4508 251.2635 228.3422
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The numbers of deployed sinks and relays for GRASP-MSRP
are depicted in Figure 5. The results show that more sinks are ex-
changed with relays when the sink cost increases to reduce the total
deployment cost. We also simulate GRASP-MSRP with lmax = 10
as shown in Figure 6. When we increase lmax, the number of sinks
decreases significantly but the number of relays does not increase
much. The simulation runtime for lmax =6 is 196.5039 seconds and
for lmax =10 is 348.6041 seconds.

Figure 5. Total numbers of sinks and relays for GRASP-MSRP versus
sink cost

Figure 6. Total numbers of sinks and relays for GRASP-MSRP versus
maximum path length

5 CONCLUSION
We have studied the WSN deployment planning problem where the
aim is to protect the network against one single failure, of either a
sink or a sensor node. We design a network to be double-covered
and noncritical. Double-covered means each sensor node must have
at least two paths with acceptable length to two sinks. Noncriti-
cal means all sensor nodes must have length-bound paths to sinks
when an arbitrary sensor node fails. We propose GRASP-MSP and
GRASP-MSRP, local search algorithms based on the GRASP tech-
nique to minimise the total cost of deployment. GRASP-MSP solves
the multiple sink placement problem by ensuring that each sensor
node in the network is double-covered. We demonstrate empirically
that it achieves the same deployment cost as the optimal solution with
shorter runtime. GRASP-MSP’s simulation results justify the use of
local search to solve the multiple sink and relay placement problem,
where linear solution is not available. GRASP-MSRP tries to opti-
mise the multiple sink and relay placement problem. Compared to

the most closely-related algorithms, GRASP-MSRP sacrifices run-
time to achieve the lowest total cost. This is not a significant problem
in the network deployment planning because it is an offline process.
We are currently investigating the performance of the topologies gen-
erated by our proposed algorithms using a network simulator.
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