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INTRODUCTION

Olivier Gascuel

The subject of this volume is evolution, which is considered at different scales:
sequences, genes, gene families, organelles, genomes, and species. The focus
is on the mathematical and computational tools and concepts, which form an
essential basis of evolutionary studies, indicate their limitations and, inevitably,
give them orientation. Recent years have witnessed rapid progress in this area,
with models and methods becoming more realistic, powerful, and complex. This
expansion has been driven by the phenomenal increase in genomic data avail-
able. Databases now contain tens of billions of sequence base pairs. Hundreds of
species’ genomes, including most notably the human genome, have been com-
pletely sequenced. This flood of data demands the development and use of formal
mathematical, statistical, and computational methods. Tools derived from an
evolutionary perspective are not the only ones, but they play a central part.
Indeed, Nature did not explore all physical and chemical possibilities open to
her. All components of life (e.g. proteins) have a specific histories, which are of
a great help for understanding their functions and mechanisms. Simple compar-
isons are often enough to obtain deep insight into the structure, function, and
role of sequences, while chemical and physical approaches (e.g. energy minim-
ization) are more problematic and can only be applied at a late confirmatory
or refinement stage. It is no accident that many of the the most widely used
bioinformatics tools, for example, BLAST [2] and neighbour-joining [39], have
an evolutionary basis.

Research in evolution and genetics has also been a driving force in mathem-
atics, statistics, and computer science [41]. Recall that R.A. Fisher, the founder
of so many central concepts in statistics, was primarily a geneticist. Branching
processes were first seen in the field of particle physics, but were also investigated
by Yule to model the speciation process [49], and recently have been the subject
of much work in the field of evolution, with important results on random trees
[1, 30]. The first studies of tree metrics were partly conducted from an evolu-
tionary perspective [9, 10, 20, 50]. Later developments, generally motivated by
problems in evolution, have led to fundamental results in combinatorics [3], geo-
metry [4], and probability theory [43]. As a final example, the recent profusion
of research into genome rearrangements has undoubtedly promoted a new vision
and understanding of permutations of finite sets [23].

This volume follows a conference organized at Institut Henri Poincaré (Paris,
June 2003). Following enthusiastic feedback from the participants, we asked the
speakers to write survey chapters based on the research they had presented,
with the aim of compiling a compact summary of the state-of-art mathematical

vi
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INTRODUCTION vii

techniques and concepts currently used in the field of molecular phylogenetics and
evolution. The key to the success of this conference lay in the scientific relevance
and timeliness of the subjects presented (e.g. [45]), and their multidisciplinary
nature.

Evolutionary patterns, processes, and history

Evolutionary studies most often have multiple aims: determining the rates and
patterns of change occurring in DNA sequences, proteins, organelles or genomes,
and reconstructing the evolutionary history of those entities and of organisms
and species. A general goal is to infer process from pattern: the processes of
organism evolution deduced from patterns of DNA or genomic variation, and
processes of molecular or genomic evolution inferred from the patterns of vari-
ations in the DNA or genome itself. Given patterns observed today, the aim is
then to reconstruct the history (typically a phylogenetic tree) and to understand
the processes that govern evolution. Consequently, a large part of this volume is
devoted to mathematical (mostly Markov) models of sequence and genome evolu-
tion. These models are used to reconstruct phylogenetic trees or networks, for
example using maximum-likelihood or Bayesian approaches. The aim is not only
to obtain accurate reconstructions but also to check the models’ fidelity in reflect-
ing the evolution of the sequences or genomes. Model design has therefore been
thoroughly researched during recent years, both at the sequence (e.g. [21, 48])
and genome (e.g. [31, 46]) levels, with a subsequent dramatic improvement in
accuracy of phylogenetic reconstruction.

Comparative and functional genomics

One of the central goals in bioinformatics is to infer the function of proteins
from genomic sequences. To this end, alignment methods are nowadays the most
refined and used. Sequence alignment attempts to reconstruct evolution by pos-
tulating substitution, insertion, and deletion events that occurred in the past [40].
The mutation process is described by Markov models such as the famous Dayoff
[11] and JTT matrices [25]. Related or “homologous” proteins are assumed to
share a common ancestor and usually have similar structure and function. We dis-
tinguish paralogous proteins (separated by one or more duplication event) from
orthologous proteins (derived through speciation only) [18]. Since duplication is
one of the major evolutionary processes triggering functional diversification [32],
only orthologous proteins are likely to share the same function. Assessing ortho-
logy is a complicated task that requires phylogenetic analysis of an extensive set
of homologous proteins [44].

When the first genomes were fully sequenced, one of the main surprises was
that only about half of the proteins of an organism were considered homo-
logous to proteins already in databases. Alignment therefore gives indications
of the function of only 50% of proteins in a genome. This limit has encour-
aged the development of new methods that exploit the information contained
within the full genomic sequence. Phylogenomic profiling [14] is one of the major
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viii INTRODUCTION

non-alignment-based methods. It is designed to infer a likely functional relation-
ship between proteins, and is based on the assumption that proteins involved in
a common metabolic pathway, or constituting a molecular complex, are likely
to evolve in a correlated manner. Each protein is given a phylogenetic profile
denoting the presence or absence of that protein in various genomes with a known
phylogeny. Similar or complementary function can then be assigned to proteins if
they have a similar phylogenetic profile. A number of other approaches have been
proposed. For example, conservation of gene clusters between genomes allows the
prediction of functional coupling between genes [26, 33]. Phylogenetic footprint-
ing [5] is a method for the discovery of regulatory elements in a set of homologous
regulatory regions, making use of the phylogenetic relationships among those
sequences. The detection of lateral gene transfer from multi-gene or genome
sequence analysis gives insight on genome adaptation [29]. These methods are
examples of the pervasiveness of the feedback loops between genomic analysis and
evolutionary studies, and are grouped into the new field of “phylogenomics” [13].

Tree of Life

The genomics database GenBank has information on about 100,000 species. More
than 4 million species of organisms have been discovered and described, and it
is estimated that tens of millions remain to be discovered. Placing these spe-
cies on the Tree of Life is among the most complex and important problems
facing biology [45]. Since the mid-1980s, there has been an exponential growth
in the number of phylogenetic papers published each year. Recently, the Deep
Green consortium achieved a first draft of the phylogeny of all green plants
[7, 35]. The Tree of Life project therefore promises to be a substantial, interna-
tional research program involving thousands of biologists, computer scientists,
and mathematicians. The scientific aim is to understand the origins of life, the
shape of its evolution, the extent of modern biodiversity, and its vulnerability
to existing or possible threats. Indeed, phylogenetic analysis is playing a major
role in discovering new life forms. For example, many microorganisms cannot
be cultivated and studied in the laboratory, thus the principal road to discovery
is to isolate their DNA from samples collected from water or soils. The DNA
samples are then sequenced and identified using phylogenetic analyses based on
sequences of previously described organisms. This has led to the discovery of
major microbial lineages, especially in the Archaea group. Phylogenetic analysis
is also of primary importance in epidemiology. Understanding how organisms,
as well as their genes and gene products, are related to one another has become
a powerful tool for identifying disease organisms, for tracing the history of infec-
tions, and for predicting outbreaks. Phylogenetic studies have been crucial in
identifying emerging viruses such as SARS [28]. Many other examples (e.g. in
agriculture) could be given to illustrate the relevance of the Tree of Life project.
Most important is the fact that phylogenetic knowledge is increasing invaluable
to the effort to mine, organize, and exploit the enormous amount of biological
data held in numerous databases worldwide.
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INTRODUCTION ix

Biodiversity, ecology, and comparative biology

In the near future the Tree of Life should become the most natural way to rep-
resent biodiversity. With initiatives to sequence all the biota on the horizon [47],
the amount of sequence data in public domain is rapidly accumulating, and it
could even be that an organism’s place in the Tree of Life will often be one of the
few things known about it. Moreover, phylogenies provide new ways to measure
biodiversity, to survey invasive species and to assess conservation priorities [27].
Notably, dated interspecies phylogenies contain information about rates and dis-
tributions of species extinctions and about the nature of radiations after previous
mass extinctions [6]. Phylogenetic comparative approaches have also modelled
extinction risk as a function of species’ biological characteristics [36], which could
be used as a basis for evaluating the status of species with unknown extinction
risk. Comparative studies in biology also make an extensive use of phylogenetics
when investigating adaptative traits and circumstances of adaptation [16, 24].
Indeed, species descended from a common ancestor are expected to resemble each
other simply because they are related, and not necessarily because their com-
mon traits have common adaptive functions. We thus need phylogenies to infer
which species are related; we need to know ancestral traits so that we can figure
out what has evolved and when; and we need to know evolutionary dynamics to
predict how often we should expect “chance” (i.e. non-adaptive) associations.

The goal of this volume is not to describe the numerous applications of phylo-
genetics and of other approaches that aim at reconstructing specific aspects of
evolution. A large number of textbooks discuss the subjects rapidly surveyed
above (e.g. [17, 22, 34]). Here, we concentrate on the fundamental mathematical
concepts and research into current reconstruction methods. We describe a num-
ber of (probabilistic or combinatorial) models that address evolution at different
scales, from segments of DNA sequences to whole genomes. We detail methods
and algorithms that exploit such models for reconstructing phylogenetic trees
and networks, and other mathematical techniques for various evolutionary infer-
ences, for example, molecular dating. We explain how these reconstructions can
be tested in a statistical sense and what are the inherent limits of these recon-
structions. Finally, we present a number of mathematical results which give an
in-depth understanding of the phylogenetic tools.

This volume is organized in fourteen chapters:

1 The minimum evolution distance-based approach of
phylogenetic inference

Distance-based methods such as UPGMA [42] and neighbour joining [39] were
among the first techniques used to reconstruct phylogenies. These methods are
still widely used as they combine reasonable accuracy and computational speed.
This chapter presents the most recent developments of distance-based methods,
with a focus on the minimum evolution principle, which forms the basis of
neighbour joining and other improved inference algorithms [12].
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X INTRODUCTION

2 Likelihood calculation in molecular phylogenetics

Likelihood estimation was first introduced in molecular phylogenetics by
Felsenstein [15], and is now widely used due to its accuracy and to the fact that it
makes explicit the assumptions about the evolutionary model. This chapter out-
lines the basic probabilistic model and likelihood computation algorithm, as well
as extensions to more realistic models and strategies of likelihood optimization.
It surveys several of the theoretical underpinnings of the likelihood framework:
statistical consistency, identifiability, effect of model misspecification, as well as
advantages and limitations of likelihood ratio tests.

3 Bayesian inference in molecular phylogenetics

The Bayesian approach to phylogenetic inference was first introduced by Rannala
and Yang [37], and is now widely used, thanks, in part, to the MrBayes soft-
ware [38]. The main advantage of this approach is its ability to accommodate
uncertainty, for example, by inferring several alternative phylogenies (instead
of a single one) and estimating their respective posterior probabilities. This
chapter introduces Bayesian statistics through comparison with the likelihood
method. It discusses Markov chain Monte Carlo algorithms, the major modern
computational methods for Bayesian inference, as well as two applications of
Bayesian inference in molecular phylogenetics: estimation of species phylogenies
and estimation of species divergence times.

4 Statistical approaches to test involving phylogenies

Statistical testing is an important issue in phylogenetics, for example to measure
the support of a clade or to decide which evolutionary model is best. This chapter
presents both the classical framework with the use of sampling distributions
involving the bootstrap and permutation tests, and the Bayesian approach using
posterior distributions. It contains a review of literature on parametric tests in
phylogenetics and some suggestions for non-parametric tests. A number of open
problems are discussed, mainly related to the non-conventional nature of tree
space.

5 Mixture models in phylogenetic inference

The standard models of sequence evolution presume that sites evolve according
to a common model or allow rates of evolution to vary across sites. This chapter
discusses how a general class of approaches known as “mixture models” can
be used to accommodate heterogeneity across sites in the patterns of sequence
evolution. Mixture models fit more than one model of evolution to the data but
do not require a priori knowledge of the evolutionary patterns across sites or of
any site partitioning. The approach is illustrated on a concatenated alignment
of 22 genes used to infer the phylogeny of mammals.
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6 Hadamard conjugation: an analytic tool for phylogenetics

Phylogenetic inference is the process of estimating an unknown phylogeny from
the evolutionary patterns that are observed in a set of aligned homologous
sequences, thus inverting the mechanism which generated these patterns. For
most models this inversion cannot be analysed directly. This chapter considers
simple models of nucleotide substitution where this inversion is possible, thanks
to “Hadamard conjugation” (or “phylogenetic spectral analysis”). Hadamard
conjugation provides an analytic tool that gives insight into the general phylo-
genetic inference process. This chapter describes the basics of Hadamard
conjugation, together with illustrations of how it can be applied to analyse
a number of related concepts, such as the inconsistency of Maximum Parsimony
or the determination of Maximum Likelihood points.

7 Phylogenetic networks

Phylogenetic networks are a generalization of phylogenetic trees that permit
the representation of conflicting signal or alternative phylogenetic histories. Net-
works are clearly useful when the underlying evolutionary history is non-treelike,
for example, when there has been recombination, hybridization, or lateral gene
transfer. Even in cases where the underlying history is treelike, phenomena such
as parallel evolution, model heterogeneity, and sampling error can make it diffi-
cult to represent the evolutionary history by a single tree, and networks can then
provide a useful tool. This chapter reviews some methods for network reconstruc-
tion that are based on the representation of bipartitions or splits of the data set
in question. As we shall see, these methods are based on a theoretical foundation
that naturally generalizes the theory of phylogenetic trees.

8 Reconstructing the duplication history of
tandemly repeated sequences

Tandemly repeated sequences can be found in all of the genomes that have
been sequenced so far. However, their evolution is only beginning to be under-
stood. In contrast to previous chapters, which study the evolution of orthologous
sequences within a number of distant species, the objective in this chapter
is to reconstruct the evolutionary history of paralogous sequences that are
tandemly repeated within a single genome. This chapter presents a model,
first proposed by Fitch [19], which assumes that duplications are caused by
unequal recombination during meiosis. Duplication histories are then constrained
by this model and duplication trees constitute a proper subset of phylogen-
etic trees. This chapter demonstrates strong biological support for this model,
provides extensive mathematical and combinatorial characterizations of duplic-
ation trees, and describes various algorithms to infer tandem duplication trees
from sequences.
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xii INTRODUCTION

9 Conserved segment statistics and rearrangement inferences in
comparative genomics

This chapter continues the study of genome evolution, but at a much larger
scale. Full genomes are compared in order to study genome rearrangements. It
is shown that this field has evolved along with the biological methods for pro-
ducing pertinent data, with each new type of data suggesting new questions
and leading to new analyses. The development of conserved segment statistics
is traced, from the mouse linkage/human chromosome assignment data ana-
lysed by Nadeau and Taylor in 1984, the comparative gene order information on
organelles (late 1980s) and prokaryotes (mid-1990s), to higher eukaryote genome
sequences, whose rearrangements have been recently studied without prior gene
identification.

10 The reversal distance problem

Among the many genome rearrangement operations, signed inversions stand
out for many biological and computational reasons. Inversions, also known as
reversals, are widely identified as one of the common rearrangement operations
on chromosomes, they are basic to the understanding of more complex opera-
tions such as translocations, and they offer many computational challenges. This
chapter presents an elementary treatment of the problem of sorting by inver-
sions. It describes the “anatomy” of signed permutations, gives a complete proof
of the Hannenhalli-Pevzner duality theorem [23], and details efficient and simple
algorithms to compute the inversion distance.

11 Genome rearrangement with gene families

The major focus of the first genome rearrangement approaches has been to infer
the most economical scenario of elementary operations transforming one linear
order of genes into another. Implicit in most of these studies is that each gene
has exactly one copy in each genome. This hypothesis is clearly unsuitable for
divergent species containing several copies of highly paralogous genes, such as
multigene families. This chapter reviews the different algorithmic methods that
have been developed to account for multigene families in the genome rearrange-
ment context, in the phylogenetic context, and when reconstructing ancestral
genomes.

12 Reconstructing phylogenies from gene-content and
gene-order data

This chapter continues to deal with genome rearrangements, but the focus shifts
to phylogenetic reconstruction from gene-content and gene-order data, whereas
standard phylogeny methods exploit DNA or protein sequences. Indeed such data
offer low error rates, the potential to reach further back in time, and immunity
from the so-called gene-tree versus species-tree problem. This chapter surveys
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INTRODUCTION xiii

the state-of-the-art techniques that use such data for phylogenetic reconstruction,
focusing on recent work that has enabled the analysis of insertions, duplications,
and deletions of genes, as well as inversions of gene subsequences. It concludes
with a list of research questions that will need to be addressed in order to realize
the full potential of this type of data.

13 Distance-based genome rearrangement phylogeny

Evolution operates on whole genomes through mutations, such as inversions,
transpositions, and inverted transpositions. This chapter details a Markov model
of genome evolution, assuming these three rearrangement operations. The math-
ematical derivation of various statistically based evolutionary distance estimators
is described, and it is shown that the use of these new distance estimators with
methods such as neighbour joining [39] and Weighbor [8] can result in improved
reconstructions of evolutionary history.

14 How much can evolved characters tell us about the tree that
generated them?

This chapter reviews some recent results that shed light on a fundamental ques-
tion in molecular systematics: how much phylogenetic “signal” can we expect
from extant data? Both sequence and gene-order data are examined, and evolu-
tion is modelled using Markov processes. Results presented here apply to most of
the approaches discussed throughout this volume. They provide upper bounds
on the probability of accurate tree reconstruction, depending on the number
of species, data, and model parameters. The chapter also discusses transition
phase phenomena, which make phylogenetic reconstruction impossible when
substitution rates exceed a critical value.
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