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ABSTRACT
Since several years, the protection of multimedia data is becoming very important. The protection of this multimedia data can be done with encryption or data hiding algorithms. To decrease the transmission time, the data compression is necessary. Since few years, a new problem is trying to combine in a single step, compression, encryption and data hiding. So far, few solutions have been proposed to combine image encryption and compression for example. Nowadays, a new challenge consists to embed data in encrypted images. Since the entropy of encrypted image is maximal, the embedding step, considered like noise, is not possible by using standard data hiding algorithms. A new idea is to apply reversible data hiding algorithms on encrypted images by wishing to remove the embedded data before the image decryption. Recent reversible data hiding methods have been proposed with high capacity, but these methods are not applicable on encrypted images. In this paper we propose an analysis of the local standard deviation of the marked encrypted images in order to remove the embedded data during the decryption step. We have applied our method on various images, and we show and analyze the obtained results.

1. INTRODUCTION
The amount of digital images has increased rapidly on the Internet. Image security becomes increasingly important for many applications, e.g., confidential transmission, video surveillance, military and medical applications. For example, the necessity of fast and secure diagnosis is vital in the medical world. Nowadays, the transmission of images is a daily routine and it is necessary to find an efficient way to transmit them over networks. To decrease the transmission time, the data compression is necessary. The protection of this multimedia data can be done with encryption or data hiding algorithms. Since few years, a problem is to try to combine compression, encryption and data hiding in a single step. For example, some solutions was proposed in to combine image encryption and compression. Two main groups of technologies have been developed for this purpose. The first one is based on content protection through encryption. There are several methods to encrypt binary images or gray level images. In this group, proper decryption of data requires a key. The second group bases the protection on digital watermarking or data hiding, aimed at secretly embedding a message into the data. These two technologies can be used complementary and mutually commutative. Sinha and Singh proposed a technique to encrypt an image for secure image transmission. In their approach the digital signature of the original image is added to the encoded version of the original image. The encoding of the image is done using an appropriate error control code. At the receiver end, after the decryption of the image, the digital signature can be used to verify the authenticity of the image. Encryption and watermarking algorithms rely on the Kerckhoffs principle: all the details of the algorithm are known, and only the key to encrypt and decrypt the data should be secret.

Nowadays, a new challenge consists to embed data in encrypted images. Previous work proposed to embed data in an encrypted image by using an irreversible approach of data hiding. The challenge was to find an encryption method robust to noise. Since the entropy of encrypted image is maximal, the embedding step, considered like noise, is not possible by using standard data hiding algorithms. A new idea is to apply reversible data hiding algorithms on encrypted images by wishing to remove the embedded data before the image decryption. Recent reversible data hiding methods have been proposed with high capacity, but these methods are not applicable on encrypted images. In this paper we propose an analysis of the local standard deviation of the marked encrypted images in order to remove the embedded data during the decryption step.
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The rest of the paper is organized as follows. Section 2 presents the principle of image encryption by using AES algorithm and details the proposed reversible data hiding method for encrypted images. In Section 3, we show and analyze results of the proposed method applied to real images. Conclusion are finally drawn in Section 4.

2. PROPOSED METHOD

2.1. Image encryption

The use of computer networks for data transmissions has created the need of security. Many robust message encryption techniques have been developed to supply this demand. The encryption process can be symmetric, asymmetric or hybrid\textsuperscript{17} and can be applied to blocks or streams.\textsuperscript{18–20} Several asymmetric algorithms use long keys to ensure the confidentiality because a part of the key is known. These algorithms are not appropriate enough to be applied to images because they require a high computational complexity. In the case of block encryption methods applied to images, one can encounter three inconveniences. The first one is when we have homogeneous zones (regions with the same color), all blocks in these zones are encrypted in the same manner. The second problem is that block encryption methods are not robust to noise. Indeed, because of the large size of the blocks (which is at least of 128 bits) the encryption algorithms per block, symmetric or asymmetric, cannot be robust to noise. The third problem is data integrity. The combination of encryption and data-hiding can solve these types of problems.

The Advanced Encryption Standard (AES) algorithm consists of a set of processing steps repeated for a number of iterations called rounds.\textsuperscript{21} The number of rounds depends on the size of the key and the size of the data block. The number of rounds is 9 for example, if both the block and the key are 128 bits long. Given a sequence \( \{X_1, X_2, ..., X_n\} \) of bit plaintext blocks, each \( X_i \) is encrypted with the same secret key \( k \) producing the ciphertext blocks \( \{Y_1, Y_2, ..., Y_n\} \), as described in the scheme from Fig. 1.

To encipher a data block \( X_i \) in AES you first perform an AddRoundKey step by XORing a subkey with the block. The incoming data and the key are added together in the first AddRoundKey step. Afterwards, it follows the round operation. Each regular round operation involves four steps. In the SubBytes step, each byte of the block is replaced by its substitute in a substitution box (S-Box). In cryptography, an S-box is a basic component of symmetric key algorithms used to obscure the relationship between the plaintext and the ciphertext. The next one is the ShiftRows step where the rows are cyclically shifted over different offsets. The next step is the MixColumns, where each column is multiplied with a matrix over the Gallois Field, denoted as \( \text{GF}(2^8) \). The last step of the round operation is another AddRoundKey. It is a simple XOR with the actual data and the subkey for the current round. Before producing the final ciphered data \( Y_i \), the AES performs an extra final routine that is composed of (SubBytes, ShiftRows and AddRoundKey) steps, as shown in Fig. 1.

The AES algorithm can support several cipher modes: ECB (Electronic Code Book), CBC (Cipher Block Chaining), OFB (Output Feedback), CFB (Cipher Feedback) and CTR (Counter).\textsuperscript{22} The ECB mode is actually the basic AES algorithm. With the ECB mode, each plaintext block \( X_i \) is encrypted with the same secret key \( k \) producing the ciphertext block \( Y_i \):

\[
Y_i = E_k(X_i).
\]  

The CBC mode adds a feedback mechanism to a block cipher. Each ciphertext block \( Y_i \) is XORed with the incoming plaintext block \( X_{i+1} \) before being encrypted with the key \( k \). An initialization vector (IV) is used for the first iteration. In fact, all modes (except the ECB mode) require the use of an IV. In CFB mode, \( Y_0 \) is substituted by the IV. The keystream element \( Z_i \) is then generated and the ciphertext block \( Y_i \) is produced In the OFB mode, \( Z_0 \) is substituted by the IV and the input data is encrypted by XORing it with the output \( Z_i \). The CTR mode has very similar characteristics to OFB, but in addition it allows pseudo-random access for decryption. It generates the next keystream block by encrypting successive values of a counter. Although AES is a block cipher, in the OFB, CFB and CTR modes it operates as a stream cipher. These modes do not require any special measures to handle messages whose lengths are not multiples of the block size since they all work by XORing the plaintext with the output of the block cipher. Each mode has its advantages and disadvantages. For
example in ECB and OFB modes, any modification in the plaintext block \( X_i \) causes the corresponding ciphered block \( Y_i \) to be altered, but other ciphered blocks are not affected. On the other hand, if a plaintext block \( X_i \) is changed in CBC and CFB modes, then \( Y_i \) and all subsequent ciphered blocks will be affected. These properties mean that CBC and CFB modes are useful for the purpose of authentication while ECB and OFB modes treat separately each block. Therefore, we can notice that OFB does not spread noise, while the CFB does exactly that.

In this paper, for the proposed method, the ECB mode of AES algorithm has been chosen to encrypt the images. The images are thus encrypted by blocks of 128 bits which correspond to 16 gray level pixels. We can first measure the image information content with the entropy \( H(X) \). If an image \( X \) has \( M \) gray levels \( \alpha_j \), with \( 0 \leq j < M \), and the probability of gray level \( \alpha_j \) is \( P(\alpha_j) \), the entropy \( H(X) \), without considering the correlation of gray levels, is defined as:

\[
H(X) = -\sum_{j=0}^{M-1} P(\alpha_j) \log_2(P(\alpha_j)).
\]  

(2)

If the encryption algorithm is efficient, the entropy \( H(Y) \) of an encrypted image \( Y \) must be maximal and then greater than the entropy \( H(X) \) of the original image \( X \):

\[
H(Y) \geq H(X).
\]  

(3)

2.2. Encoding algorithm

The coding algorithm is composed of two steps which are the encryption and the data hiding step. The overview of the encoding method is shown in Fig. 2.

For each block \( X_i \) composed of \( n \) pixels \( p_j \) of an image of \( N \) pixels, we apply the AES encryption algorithm by block:

\[
Y_i = E_k(X_i),
\]  

(4)
where $E_k()$ is the encryption function with the secret key $k$ and $Y_i$ is the corresponding cipher-text to $X_i$. One can note that the sizes of $X_i$ and $Y_i$ are identical.

During the data hiding step, in each cipher-text we modify only one bit of one encrypted pixel of $Y_i$:

$$Y_{w_i} = DH_k(Y_i),$$  \hspace{1cm} (5)

where $DH_k()$ is the data hiding function with the secret key $k$ and $Y_{w_i}$ is the marked cipher-text. We used bit substitution-based data hiding method in order to embed the bits of the hidden message. For each block $Y_i$, the secret key $k$ is used as the seed of the pseudo-random number generator (PRNG) to substitute the bit of a pixel with the bit to hidden. At the end of the coding process we get a marked encrypted image. Since we embed 1 bit in each block of $n$ pixels, the embedding factor is equal to $1/n$ bit per pixel.

### 2.3. Decoding algorithm

The decoding algorithm is also composed of two steps which are the extraction of the message and the decryption-removing. The overview of the decoding method is presented in the scheme from Fig. 3. The extraction of the message is very simple: it is just enough to read the bits of the pixels we have marked by using the secret key $k$ and the same PRNG. But after the extraction, each marked cipher-text is still marked. The problem is then to decrypt the marked encrypted image. The decryption removing is done by analyzing the local standard deviation during the decryption of the marked encrypted images.
To analyze the variation of the local standard deviation \( \sigma \) for each block \( X_i \), taking account of its neighbors to calculate the local mean \( X_i \), we have:

\[
\sigma(X_i) = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (p_j - \bar{X}_i)^2},
\]

with \( n \) the size of the pixel block to calculate the local mean and standard deviation, and \( 0 \leq i < \frac{N}{n} \), if \( N \) is the image size.

For each marked cipher-text \( Y_w \) we apply the decryption function \( D_k() \) for the two possible values of the hidden bit (0 or 1) and we analyze the local standard deviation of the two decrypted blocks \( X_0 \) and \( X_1 \). In the encrypted image, the entropy must be maximal and greater than the original one as described in Equ. (3). Moreover, the local standard deviation of the encrypted image is higher than for an original image. From this assumption we decided to compare for each block the local standard deviation of \( X_0 \) with \( X_1 \) and we select the bit value where the local standard deviation is the smaller:

\[
\begin{align*}
X_i &= D_k(Y_{0i}) \text{ if } \sigma(D_k(Y_{0i})) < \sigma(D_k(Y_{1i})) \\
&= D_k(Y_{1i}) \text{ else }
\end{align*}
\]

3. RESULTS AND CONCLUSION

We have applied our method on various gray level images and we show the results of the proposed method applied on a medical image (1024 \( \times \) 1024 pixels) illustrated in Fig. 4.a and the image of Baboon (512 \( \times \) 512 pixels), Fig. 7.a. We have encrypted the original image Fig. 4.a by using the AES algorithm in ECB mode to get the encrypted image illustrated in Fig. 4.b. The size of the blocks is 16 pixels (128 bits). From this encrypted image we have then embedded 65536 bits to get the marked and encrypted image illustrated in Fig. 4.c. The image difference between the Fig. 4.b and c is illustrated in the Fig. 4.d. We can see the pixels where we have substituted one bit with the message. The PSNR of the marked and encrypted image illustrated in Fig. 4.c equals to 66.13 dB.

![Figure 4.](image)

In Fig. 4.b and c, one can notice that the initial information is not visible anymore. By comparing the histogram of the initial image, Fig. 5.a, with that of the encrypted image, Fig. 5.b, we notice that the probabilities of appearance of every grey level are equitably distributed. The histogram of the encrypted image is flat, and from equation (2) we get very high entropy \( H(Y) \) of 7.997 bits/pixel (\( H(X) = 7.216 \) bits/pixel for the original image). The information redundancy is very small and thus statistical attacks would be difficult.\(^{22}\) From equation (6) we also analyzed the variation of the local standard deviation \( \sigma \) for each pixel while taking its neighbors into account.
account. The mean local standard deviation is equal to 68.278 gray levels for the marked encrypted image illustrated Fig. 4.c (the mean local standard deviation is equal to 1.349 gray levels for the original medical image Fig. 4.a.). Figs. 5.d and e illustrate the local standard deviation of the original medical image and of the marked encrypted image. These analyzes show that the encrypted images are protected against statistical attacks.
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**Figure 5.** Histogram of: a) The original image, b) The marked encrypted image Fig. 4.c, c) The decrypted image Fig. 6.a., Local standard deviation of: d) The original image, e) The marked encrypted image Fig. 4.c, f) The decrypted image Fig. 6.a.
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**Figure 6.** a) Extraction of the message and decryption of the marked image Fig 4.c, b) Decryption and deleting of the message by using the proposed method.

For the decoding process, after the message extraction, if we apply only the decryption on the image of Fig. 4.c, we get the image illustrated in Fig. 6.a. The histogram of this decrypted image is illustrated in Fig. 5.c. Even if this histogram looks similar to the original one, the quality of this decrypted image is very bad and its PSNR equals to 13.27 dB. The mean local standard deviation is equal to 34.010 gray levels for this image, and its local standard deviation is illustrated in Fig. 5.f. By analyzing the local standard deviation for each block during the decryption step we are able to find the original value of each bit and thus to remove the hidden data. The application of the equation (7) during the decryption step allows us to get the decrypted image illustrated
in Fig. 6.b. This decrypted image is exactly the original image with a $PSNR = \infty$.

We have applied the same process to the image of Baboon, Fig. 7.a, by using the AES algorithm in ECB mode to get the encrypted image illustrated in Fig. 7.b. The size of the blocks is also 16 pixels (128 bits). From this encrypted image we have then embedded 16384 bits to get the marked and encrypted image illustrated in Fig. 7.c. The image difference between the Fig. 7.b and c is illustrated in the Fig. 7.d. For the decoding process, after the extraction, if we apply only the decryption on the image of Fig. 7.b, we get the image illustrated in Fig. 8.a. By analyzing the local standard deviation for each block during the decryption step we are able to find the original value of each bit and thus to remove the hidden data and to get the decrypted image illustrated in Fig. 8.b.

![Figure 7](image)

**Figure 7.** a) Original image of 512 × 512 pixels, b) Encrypted image with AES in ECB mode, c) Encrypted and marked image with 16384 hidden bits, d) Difference between b) and c).
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**Figure 8.** a) Extraction of the message and decryption of the marked image Fig 7.c, b) Decryption and deleting of the message by using the proposed method.

To compare our proposed method, we show in Fig. 9 the result of the application of a reversible data hiding method. The Fig. 9.a illustrates the capacity of the method applied to the image of Baboon. The 170914 white pixels correspond to the pixels where we can embed 2 or 3 bits per pixel. But correctives codes must be embedded in order to retrieve the original image. If there is not enough white pixels, then it is not possible to embed an useful message in the image. This is the case if we try to apply the method on the encrypted image of the Fig. 7.b. Indeed in the Fig. 9.b, the number of white pixels is equal to 28352, but 116896 correctives codes are necessary. It is thus not possible to use high capacity reversible data hiding method for encrypted images.
Figure 9. Application of a reversible data hiding method\textsuperscript{16}: a) On the original image of Baboon, b) On the encrypted image of the Fig. 7.b.

4. CONCLUSION

In conclusion, with our proposed reversible data hiding method for encrypted images we are able to embed data in encrypted images and then to decrypt the image and to rebuild the original image by removing the hidden data. In this paper, we detailed all the steps of the proposed method and we illustrated the method with schemes. We presented and analyzed various results by showing the plots of the local standard deviations.

In the proposed method, the embedding factor is 1 bit for 16 pixels. This small value of the embedding factor is only is to have to choose between two values for each block during the decryption. For the future, we are thinking to improve this method by increasing the payload but also the complexity.
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