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Abstract. An object’s type is usually regarded as a contract between
the object and each of its users. However, in concurrent (and sometimes
also in sequential) systems it is more useful to regard a type as a con-
tract between an object and the unity of all users: The users must be
coordinated before sending messages to the object. Types in the pro-
posed model express requirements on the coordination of users; objects
must accept messages only in pre-specified orders. The model ensures
statically that objects behave as specified by their types, and users are
coordinated appropriately.
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1 Introduction

Each expression written in a statically typed programming language has a unique
type specified explicitly or derivable at compile-time. Strong typing ensures that
violations of type constraints (type errors) cannot occur during program exe-
cution [4]. Static and strong typing can increase the readability and reliability
of programs and support optimizations. In the object-oriented paradigm, types
specify contracts between objects (servers) and their users (clients) [14]. These
contracts play an important role in the maintenance and reuse of software.

An object’s type is usually viewed as the object’s signature, often associated
with a name or another entity used as (informal) description of the object’s be-
havior. In some languages, programmers can formally express their expectations
on the input and result parameters and give partial specifications of the behav-
ior using assertions (preconditions, postconditions and invariants). Users get the
promised results if they call the object’s methods when the preconditions are
satisfied. This type concept is quite useful for a large class of applications.

1.1 The Problem

Sometimes, methods shall be called only in certain circumstances depending on
the object’s current state and history. For example, let “iconify” be a method
that replaces a window on a screen with an icon. Preconditions seem to be
appropriate for specifying that “iconify” shall be called only when the window
is displayed [13]. However, preconditions have limitations: They are not “history
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sensitive” [12] and cannot always be checked statically, loosing the advantages
of strongly typed languages.

In concurrent and distributed systems it is difficult for a user to know an ob-
ject’s state even at run-time; other users may cause unpredictable state changes.
Unexpected effects may occur even if all preconditions are satisfied: For exam-
ple, two concurrent users send “iconify” at about the same time to a displayed
window. The window is replaced with an icon when the first message is handled.
A further user sees the new state and sends a message causing the window to
be displayed again. Then, the window is immediately replaced by an icon again
when the second iconify-message is handled. This behavior is probably unex-
pected because one of the iconify-messages is dealt with in a context different
from the one in which the message was sent.

There are several ways to prevent that messages are dealt with in wrong
contexts. For example, the programmer implements a protocol ensuring that
only one client can send “iconify” to a displayed window. But there is no support
from the type system. A type in current type models is a contract between each
individual user and an object, but not between the whole set of users and the
object. It is not possible to express in the type that users must be coordinated
before sending messages like “iconify”. There is the implicit assumption that
each object must be able to handle all supported messages from all users in
arbitrary interleaving. As the windows example shows, this assumption can be
too restrictive in practice.

1.2 The Proposal

A type model addressing this problem is proposed in the present paper. The
type model is based on a process calculus in which each object has a unique
identifier (mail address), a behavior and a queue of received messages, as in the
actor model [1, 7]. Objects communicate by asynchronous message passing. Some
actions in the calculus are annotated with type information. A type specifies all
possible sequences of messages accepted by an object as well as type constraints
on the messages’ parameters. A type checker (or compiler) shall be able to ensure
statically that

— objects can deal with all message sequences specified by the objects’ types;
— users of an object are coordinated so that only messages specified by the
object’s type are sent to the object in an expected order.

In a type-consistent program, all objects can deal properly with all received
messages. There are no “message-not-understood-errors”, unintended behaviors
or deadlocks caused by wrong messages or wrong message orders. (The type
model cannot prevent all kinds of deadlocks. But it can prevent that an object
blocks with a nonempty message queue, waiting for messages not in the queue.)

The messages each user can send to an object are controlled by type marks. A
type mark allows a user to send some messages. Sometimes, the combination of
several type marks allows a user to send a message, while one of these type marks
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alone is not sufficient for that. Type marks are passed to other users as side-
effects of sending messages. The programmer must provide code for coordinating
the users by passing messages; the compiler checks if the users actually have all
type marks they need.

The proposed type model supports subtyping and genericity. According to
the principle of substitutability, an instance of a subtype can be used wherever
an instance of a supertype is expected [11, 29]. A subtype extends a supertype
by supporting additional messages and message orders so that each message
accepted by an object of a supertype is also accepted by an object of a subtype.

In Sect. 2 we describe the kind of object systems considered in this paper
and work out important requirements on types in these systems. In Sect. 3 we
introduce types that can express coordination requirements and discuss some of
their properties. In Sect. 4 we outline a type checking algorithm. An example in
Sect. 5 shows how the type model can be used. A comparison with related work
follows in Sect. 6. An extended version of this paper is available as a technical
report [24].

2 Active Objects and Type Consistency

We consider systems composed of active objects that communicate through asyn-
chronous message passing. An active object has its own (single) thread of exe-
cution, a behavior, a unique identifier (used as mail address), and an unlimited
buffer of received messages. According to its behavior, an object can accept mes-
sages from its buffer, send messages to other objects, and create new objects. All
messages are received and accepted in the same (logical) order they were sent;
message buffers operate in a first-in-first-out manner. These restrictive assump-
tions make it easier to show how the type model works.

A program specifies the behavior of all objects in an object system. We
assume that programs are written in a language based on a process calculus
like those explored by Hoare [8], Milner [15, 16, 17] and others (2, 6, 9]. These
calculi provide a theoretically well-founded and expressive basis for specifying
the behavior of active objects. But they have to be adapted so that all messages
sent to some address are handled sequentially by a single object, and atomic
actions carry type information. The used calculus shall be simple enough to show
static type checking, and expressive enough to support all important language
concepts.

2.1 The Process Calculus

A process specifies the behavior of an object. Fig. 1 shows the syntax of processes
denoted by 6. An object with behavior 0, the zero process, does nothing. There
are three atomic actions for sending messages, accepting messages and creating
new objects. Semicolons separate actions from the processes which shall be ex-
ecuted after the actions. A message consists of a constant name c (the message
selector) and a list of arguments ay, . . ., a,. (We write a line over an expression as
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6:=0
| w.c[a); 8

(zero process; no action)
(send message ¢ with arguments @ to z; then execute 6)
| c(Z)%; 8 (accept message ¢ with parameters 7 of types @; then )
| (z)$all[@'];8 (create new object x that executes al”)[@']; then 6)
| a=a'76:6¢’ (execute @ if a = a’; otherwise execute §')
| 6+ 6' (alternatives; execute either 6 or 6')
| al[a@'] (call a with type arguments & and arguments a’)
(
(

a =

=z parameter or object identifier)
| (3) (7)P0°

closed process; does not contain free variable names)

Fig. 1. Syntax of Processes

an abbreviation of an indexed list of expressions; e.g., @ stands for ay, ..., a,. Su-
perscripts represent type annotations.) An accepting action c¢(zy,...,Z, )Pt =
is executable only if the first message in the buffer of received messages has the
selector ¢ and arguments a4, ..., a,, where each a; satisfies the type constraints
of ¢;. The arguments are substituted for the parameters 1, ..., z,. All parame-
ters will be replaced with arguments. Arguments are either object identifiers or
closed processes which specify object behavior.
A closed process ®)(Z)?8° consists of

— type parameters 3 (to be substituted by object types),
— parameters T of types @ (standing for object identifiers and closed processes),
— and a process 8 (specifying the behavior) which conforms to the type o.

We differentiate between object types (denoted by o,7,...) and arbitrary types
(i.e. types of closed processes or objects, denoted by ¢,%,...). Type parameters
always stand for object types. (An extended version of this work {24] differenti-
ates between object type parameters, closed process type parameters and general
type parameters.)

Closed processes (that resemble generic procedures in imperative languages)
can be called by providing types as substitutions for type parameters, and argu-
ments of appropriate types as substitutions for parameters. New objects created
by an atomic action get a closed-process call as behavior specification.

Conditional execution is provided in two forms: a=a'?6:6' corresponds to
an if-then-else-statement, where the condition is true if @ and a’ are equal object
identifiers or equivalent closed processes. 6 + 6’ specifies two alternatives: one of
them is selected nondeterministically for execution. If § and ¢’ are headed by
incompatible message accepting actions, the first message in the buffer deter-
mines the alternative to be executed. Special syntax was selected for equality
(and equivalence) comparisons because type checking is easier if if-paths and
else-paths occur pairwise.

As in the polyadic n-calculus [17] pairwise different names enclosed in round
brackets represent parameters. They bind further occurrences of these names.
An occurrence of a name n in a process is free if it is not bound, i.e., not preceded
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by a name abstraction (...,n,...). Constant names like those used as message
selectors always are free. All free names in closed processes must be constant.
Because of this restriction it is possible to pass closed processes as arguments
between objects. Arguments enclosed in square brackets are substituted for pa-
rameters. We write 8{@/T} for a process constructed from 6 by simultaneously
substituting @ for all free occurrences of T, respectively. (Of course, the lists @
and T must have the same length.)

In general, we allow closed processes to be defined recursively. In a closed
process p = ¥)(Z)?#7, the name p can occur in #. This name is silently replaced
with the closed process wherever needed.

2.2 Examples

A set of simple running examples is used throughout this paper. The examples
describe several kinds of data stores (buffers). The closed process S is called
within the definition of S:

S = ) ()put(z)®; get(y)7®; y.back(z]; slsl {os

S specifies the behavior of a data store with a capacity of at most one element
of an object type given by the type parameter s. The closed process has no
parameters. A data store first accepts a message “put” with a single argument
of type s. This message inserts an element into the data store. Then, it accepts
a message “get” with an argument of object type op (which will be specified
later). The argument is supposed to be the identifier of an object that wants
to receive the element in the data store as an argument of a message “back”.
The next action sends this message. Finally, S is called recursively. An object
behaving according to S accepts “put” and “get” in alternation, beginning with
“put”. Other sequences of messages are not acceptable.

The closed process Sd resembles S, but supports the additional message “del”
when the buffer is empty. The execution terminates after accepting this message:

Sd = () (put(z)°; get (y)"® ; y-back[z]; S]] + del(); 0)7s¢
Data stores able to hold arbitrary numbers of elements can behave as Si:

St = () ()7s: (put(y)*; S [z, y] + get(y)7®; x.getly]; Si[a])°>
Sf = (v"')(x,y)”Si’s(get(z)"B;z.back[y];Si[”][x] + put(z)*; z.put|z]; sflsl [z, y])°s

Objects with this behavior accept “put” and “get” in arbitrary order. Since the
used process calculus does not support dynamic memory management, arrays,
etc., the elements in the data stores are simply stored as messages in the objects’
buffers. The messages are inspected; all get-messages are written back into the
buffer by sending them to the self-reference z, until a put-message is accepted.
Then, put-messages are written back into the buffer, and after accepting a get-
message, “back” is sent, and this cycle is repeated. This implementation is not
very efficient, but it is useful as an example for type checking.
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2.3 Execution and Type Errors

An object system is essentially a set of active objects. Each object executes its
thread according to its process as follows:

If the process is 0, the object’s execution halts.

If the process is of the form z.c[a}; 8, a message with selector ¢ and arguments
@ is appended to the end of the buffer belonging to the object identified by
2. Then, the process becomes 6.

For a process of the form ¢(Z)¥;0, if the object’s buffer is not empty and
the first message has the selector ¢ and arguments @ satisfying the type
constraints of @ (where Z, % and @ are lists of the same length), this message
is removed from the buffer, and the process becomes 6{a/Z}. Otherwise the
execution blocks until the condition is satisfied.

For a process of the form (z)3$al®}[@];8, a new object with a new buffer
and a new identifier y is constructed. The new object behaves according to
al?l[@]{y/x}, and the process of the creating object becomes 8{y/z}. (The
new object identifier is substituted for the parameter x.)

A process 5)(F)?6°[7][a] (i.e. a call, where the called expression is a closed
process) is executed as 6{7/5}{a/Z} provided that the lists 5 and 7 as well
as 7, ¥ and @ have the same lengths, and the arguments @ satisfy the type
constraints @. (Types are substituted for type parameters, and arguments
for parameters.)

A conditional expression a=a’' 78 :6' is executed as 6 if a = a’. Otherwise it
is executed as ¢,

For a process 6 + ¢, either 8 or ' is selected for execution. The selected
alternative must be executable, i.e. neither blocked nor equal to 0. If no al-
ternative is executable, the selection is deferred until an alternative becomes
executable.

If the execution of an object cannot proceed for some unintended reason, a type
error has been detected. These type errors can occur:

In a call al™[@'], the called expression a is not a closed process, or a is of the
desired form *)(Z)?67, but the lengths of the lists 5 and 7 or Z, % and @
are different, or the arguments @’ do not satisfy the type constraints %.
There is at least one message in the buffer, but the execution still is blocked
because no message accepting action in any alternative can deal with the
message. The object does not understand the first message in the buffer
because a message of this selector and number of arguments is not supported,
or the arguments do not satisfy the parameters’ type constraints.

The process is 0, although there are messages in the buffer.

A program assigns a process (not containing free variables) to each initial

object. All buffers are initially empty. Objects created later at run-time get
their processes (as closed processes and argument lists) from the creating ob-
jects. Since closed processes cannot be created at run-time, programs contain all
information needed for static type checking.
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2.4 Type Consistency

Strong, static typing ensures that a system never gets into a state where type
errors show up. A type error occurring in some system state already exists in
the program specifying the system behavior. An intuitive definition of type con-
sistency is:

Definition 1. A program P is weakly type-consistent if and only if no system
with behavior P gets into a state where type errors show up.

Unfortunately, this definition is not strong enough: It does not support incre-
mental software development processes and separate type checking. In practice,
software components shall be compiled separately. And parts of a program—
especially closed processes—shall be replaceable with new parts of compatible
types without affecting the whole program’s type consistency. The following def-
inition seems to be more appropriate:

Definition 2. For a compatibility relation C' on closed processes, a program
P is type-consistent w.r.t. C if and only if P and each program () are weakly
type-consistent, where @ is constructed from P by substituting arbitrary closed
processes py, ..., Pn by closed processes qi,...,¢, with ¢; Cp; (1 <i < n).

The less restrictive the compatibility relation C, the more freedom has the
programmer in replacing software components without affecting type consis-
tency, but the smaller is the set of type-consistent programs. A compromise
between freedom in replacing components type-safely and freedom in program-
ming (which influences the simplicity of developing components) must be found.
An appropriate compromise is a compatibility relation defined just as restrictive
as needed for separate compilation. Separate compilation is possible if

— all parameters are associated with static type constraints;
— no further assumptions than expressed in type constraints are made;
— arguments must satisfy the parameters’ type constraints.

If these conditions hold (as in the proposed model), a closed process that satisfies
some constraints can be replaced without further type checking by closed pro-
cesses satisfying at least the same constraints. These constraints are expressed
in the closed processes’ (and the corresponding objects’) types. In the rest of
this work we use the compatibility relation C:

Definition 3. Two closed processes p and ¢ of types ¢ and v, respectively, are
related by p C q if and only if ¢ is a subtype of 9.

For example, it shall be possible to replace the closed process S (as defined
in Sect. 2.2) with Sd or Si; Sd C S and Si C S shall hold because both, Sd and
Si, accept all message sequences accepted by S.

When replacing a closed process, it is sufficient to check the type consistency
of the new closed process, provided that the new closed process’ type is a subtype
of the replaced one’s type.



374

p == QGE)P)o (closed process type; without free type parameters)
|o (object type)
o = {u}|b (descriptive object type)
| o x o’ (combination of object types)
| s (type parameter)
ui=c (simple state descriptor)
| c* (replicated state descriptor)
b:=0 empty behavior descriptor)

(
| c{@){c}—{T} (message descriptor)
[ b+ (combined behavior descriptor)

Fig. 2. Syntax of Types

3 Message Sequences Expressed in Types

3.1 Syntax and (Informal) Semantics of Types

The proposed model supports types of two kinds: Types of objects and types of
closed processes. This distinction is reflected in the syntax of types as defined in
Fig. 2, where ¢, 1, ... denote types of any kind, and o, 7, ... object types.

Descriptive object types partially specify the behavior of these types’ in-
stances (objects). They describe the acceptable messages as well as restrictions
on their orders. During computation, an object’s type may change in the same
way as the object’s process. Hence, types shall contain variable components. A
type {u}|b consists of two parts: The activating set {4} represents an abstract
state of the type’s instances. The behavior descriptor b describes a set of mes-
sages; their acceptability depends on the activating set. (Alternative message
descriptors in behavior descriptors are combined by +; 0 denotes a behavior
descriptor not supporting any message.) When an object’s process changes, the
activating set can also change, but the behavior descriptor remains unchanged.

An activating set {u} is a multi-set of state descriptors, each denoted by
u,v,w, . ... Different states are distinguished by the presence or absence of state
descriptors. Some of the constant names used as state descriptors are marked
with an asterisk indicating that an infinite number of the name’s duplicates are
contained in the multi-set.

For each supported message, the behavior descriptor contains a message de-
scriptor d(@){c}{v}, where d is the message selector, % the list of parameter
types, {€} the in-set and {0} the out-set. The message descriptor is active if
all names in the multi-set {¢€} are contained in the activating set. (A name c is
regarded as being contained in the multi-set if ¢* or ¢ is in the multi-set.) An ac-
tive message descriptor specifies an acceptable message. When a corresponding
message is accepted, the names in {¢} are removed from the activating set (but
not state descriptors of the form c*), and the state descriptors in the multi-set
{7} are added.
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A closed process type Q(3){p)o specifies the type parameters § and the pa-
rameter types @ of its instances (closed processes), as well as the initial types
of objects behaving according to these closed processes. The (most concrete)
type of a closed process p = *)(Z)¥?8? is @Q(3)(p)o, where o (or more completely
7{7/3}) is a type of an object with behavior pll[a], i.e. a call of p.

For example, the object type og of an empty simple data store with behavior
S (as introduced in Sect. 2.2) can be:

os = {empty} | put(s){empty } = {full} + get(op){full}—{empty}

Only “put” is acceptable. After accepting “put”, the activating set becomes
{full}, and only “get” becomes acceptable. The parameter type of “get” may be
the object type

op = {once} | back{s){once}—{}

i.e., the object accepts “back” with an argument of type s only once. ({} denotes
an empty multi-set.)

The types osq and og; of empty data stores with behavior Sd and Si (as
introduced in Sect. 2.2), respectively, can be:

osq = {empty} | put(s){empty}—={full} + get(op){full}—={empty}
+ del{) {empty} = {}
asi = {}| put(s){}—={} + get(os){} 2 {}

An instance of a combination of object types ¢ x T accepts all messages speci-
fied by o as well as those specified by 7 in arbitrary interleaving. When accepting
messages specified by o, only o is updated, and when accepting messages spec-
ified by 7, only 7 is updated. Combinations of object types play an important
role in subtyping, static type checking, and together with type parameters.

A type parameter s does not give any information about the messages ac-
ceptable by instances of s. Sometimes we need type parameters, but still want
to have some information about acceptable messages. In object-oriented lan-
guages like Eiffel, bounded type parameters (where types substituted for type
parameters must be subtypes of some type constants) can provide this type in-
formation. Unfortunately, bounded type parameters are not directly applicable
in our model: If a message is sent to an instance of a type represented by a type
parameter, the type may change; we have no representation of the changed type.
Combinations of object types of the form {@}|bx s; X - -+ X s, provide a solution:
Instances of these types are known to accept messages according to {@}|b; the
activating sets in the first parts of the types can be updated, while the type
parameters remain unchanged.

3.2 Normalizable Object Types

If a user of an object knows that the object’s type is {u}|b, the user can safely
send an acceptable message to the object. Then, the user updates his knowledge
of the object’s type, and the object updates its type after accepting the message.
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Of course it is necessary that the object and its user update the type in the
same way so that the user’s knowledge remains valid. However, object types as
described so far do not necessarily specify deterministically, how types shall be
updated after sending or accepting a message: For example, if the type is of the
form {c1,c2}| d(@){c1} = {cs} + d(@){ca}—={ca} + - - -, the updated activating set
is {e2,c3} or {c1,ca}, depending on the considered message descriptor. In the
rest of this paper we deal only with deterministic object types, where for each
supported message there is only one possibility of updating the activating set.
A sufficient (but not necessary) condition for deterministic object types is that
all message descriptors have pairwise different message selectors.

State descriptors in activating sets and out-sets are useful only if there are
message descriptors depending on these state descriptors. If a state descriptor
does not occur in any in-set, it has no meaning. State descriptors without mean-
ing are undesirable, especially when combining object types. Therefore, we define
object types in normal form by:

Definition 4. An object type {T}|bXx s1 X -+ X s, (where m > 0 and b is 0 or of
the form di(@,){¢1}2{01} + - + dn(B,){¢n}2{Tn}) is in normal form if and
only if all message selectors di,...,d, are pairwise different and there exists a
¢ € U <i<cp{@} for each c,c* € |, ;< {T:}U{u}, and all object types occurring
in @,,...,%, are in normal form. =~

The specific form of object types in normal form is not always useful. For
example, the types os, osq, 0s; and op (shown in Sect. 3.1) are not in normal
form because s is not in normal form. Sometimes we need object types only
semantically equivalent to object types in normal form. The type parameter s is
semantically equivalent to the object type {}]0 X s in normal form:

Definition 5. An object type o is normalizable if and only if ¢ can be reduced
to an object type in normal form by

— using associativity, commutativity and 0 as neutral element of +,
— using associativity, commutativity and {}|0 as neutral element of x,
~ and repeatedly applying the rules R1 to R4:

R1 For a type {u}|b: Remove a state descriptor ¢ or ¢* from the activating set
or an out-set in b if ¢ does not occur in any in-set.

R2 For a multi-set of state descriptors: Remove all duplicates of state descriptors
of the form c*; if the multi-set contains ¢*, remove all c.
This rule is sound because c¢* stands for an infinite number of copies of c.

R3 For a type {u}|b: Simultaneously remove message descriptors of the form
d{p1,--.,pn){€}—={7} from b and then apply R1 to the remaining rules if (for
each removed message descriptor) b contains a further message descriptor
d(¥1, ..., ¥a){c }—={v'}, where each ; is a subtype of ¥; (1 < < n), {¢'}
is a sub-multi-set of {¢}, and (with w and w' constructed from v and ¢/,
respectively, by applying R1) {@} is a sub-multi-set of {w'}.
This rule removes unnecessary message descriptors dealing with messages
also dealt with by other message descriptors:
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— Each argument type conforming to a parameter type of a removed mes-
sage descriptor also conforms to the corresponding parameter type of a
remaining message descriptor.

— A remaining message descriptor always is active when a removed message
descriptor was active.

— When corresponding messages are accepted, the remaining message de-
scriptors add all state descriptors added by the removed ones.

R4 For a type {u}|bx {7}|b’, where {@i}|b and {T}|b’ are in normal form: Replace
this type with {@,7}|b+ b
This rule reflects the informal semantics: Instances of o x 7 accept at least all
messages acceptable by o and those acceptable by 7 in arbitrary interleaving.
({w}|b x {U}|b’ specifies more acceptable messages than interleavings of {u}|b
and {v}|b’ if message descriptors in b+b' depend on state descriptors in both,
{u} and {v}.) Since {@}|b and {v}|b' are in normal form, {&} and {7} cannot
contain state descriptors useful in b+ b’ but not in b and V', respectively.

All object types that can be reduced to the same object type using the
algebraic properties and R1 to R4 are regarded as equivalent. We write 0 = 7
if o and 7 are equivalent. It is easy to see that the rules are terminating and
confluent. Hence, there exists an effective algorithm for deciding whether or not
two object types are equivalent.

Rule R4 expresses an equivalence between combinations of object types and
descriptive object types. An important equivalence for all behavior descriptors
b and activating sets {@},...,{@n} is {TW}b X --- x {Ga}|b = {T1,...,Tn}|b.
(Since all combined object types have the same behavior descriptor, the same set
of state descriptors is useful for them. Replicated message descriptors in b+ - -+b
can be removed by applying R3.) Type checking is based on this equivalence. In
the specific case of activating sets {#} containing only replicated state descriptors
of the form ¢*, the equivalence {u}bx {u}b = {u}b holds. Combinations of object
types with different behavior descriptors are used in subtyping.

Object type equivalence is easily extended to closed process types: Two closed
process types are equivalent if they have the same numbers of type parameters,
and the parameter types as well as the types specifying the initial object behavior
are pairwise equivalent (after renaming type parameters). The notions of normal
forms and normalizable types also can easily be adapted to closed process types:
A closed process type  is normalizable (or in normal form) if all object types
oceurring in ¢ are normalizable (in normal form).

We assume that object types and closed process types can be defined re-
cursively: For a type o = {@}|b, the type name o can occur as parameter type
in b; and for a type ¥ = @(5){(p)o, the name 3 can occur in p. These names
arc silently replaced with the corresponding type expressions wherever needed.
Type equivalence is decidable even when using recursive types. (The correspond-
ing rules are not shown here because of their rather involved technicalities.)

The normalizability property of object types is preserved when types are
updated: After accepting a message, only useful state descriptors are added to
activating sets; behavior descriptors and type parameters remain unchanged.
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3.3 Subtyping

According to the principle of substitutability, an instance of a subtype can be
used wherever an instance of a supertype is expected [11, 29]. Especially, an
instance of a subtype must accept all message sequences as promised by a su-
pertype. This consideration immediately leads to the definition:

Definition 6. An object type o is a subtype of an object type 7 (formally o < 7)
if and only if there exists an object type o’ such that ¢ = 7 x o'.

A closed process type @(5){p1,...,¥n)0 is a subtype of a closed process
type ¢ if and only if ¢ (after renaming bound type parameters) is of the form
QE)N ey, ..., )T and ¢; < ; (forall1 <:<n)and o < 7.

The subtype relation on object types directly reflects the following property:
A subtype o extends a supertype 7 by supporting additional messages and mes-
sage orders (as specified by ¢'). Each message accepted by an instance of 7 is
also accepted by an instance of 7 X ¢' (and equivalently o).

Types of closed processes have contravariant parameter types: If an instance
p of a type @(3)(@)o is expected in a call pl)[@], each instance of a subtype ¥
can be used instead of p and must be able to deal with all arguments @. An
object executing this call must accept all messages specified by o.

It is easy to verify that subtyping is an antisymmetric, reflexive and transitive
relation on equivalence classes of types.

An important step in deciding whether or not an object type o is a subtype
of a type 7 is to find an appropriate type o’ such that ¢ = 7 x ¢'. Fortunately,
o' can easily be found for object types in normal form: If ¢ is of the form
{@}|bx 51 X+ X 8p, X -+ X 8y, and 7 of the form {T}|d’ x s1 x - - X 8,,,, then
o' is {W}|b X $Smy1 X -+ X sp, where {W} contains all state descriptors in {@}
except those in {T}. Under these conditions, o < 7 can be decided by deciding
whether or not {z}|b = {7,w}|b+ b'. If ¢ and 7 cannot be brought into these
forms using commutativity of x, ¢ is not a subtype of 7.

Intuitively, the object types os, osa and og; (defined in Sect. 3.1) shall be
related by osi < o5 and gsq < o5, but og; and ogg shall not be related by
subtyping. These types are (after replacing s with {}|0 x s) in normal form. We
show ag; < og by showing os; = o5 x ay;, where of; = og;:

gs x os; = {empty} | put(s){empty } = {full} + put(s){}—={}
+ get(op){full} = {empty} + get(op){}—{}
= {}| put(s){}={} + get(om){}={} = o
First, the type combination is resolved by using R4. Then, a message descriptor
for “put” and one for get are removed simultaneously by applying R3. (The two
message descriptors cannot be removed sequentially because the out-sets would
not be appropriate.) The proof of ogq < ogs is equally simple:

os % gsq = {empty} | put(s){empty } = {full} + put(s){empty} - {full}
+ get{op){full}—{empty} + get(op){full} - {empty}

+ del{) {empty}—{}
= 08q
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4 Type Checking

Static type checking is divided into two logical parts. One part checks whether
objects (regarded as servers) are actually able to accept all messages as promised
by the object’s type. The other part checks whether objects (regarded as users)
send only type-conforming messages. Before we can give a type checking algo-
rithm, we have to state which messages users can safely send to an object.

4.1 Type Marks

As mentioned in Sect. 1.2, the messages each user can send to an object are
controlled by type marks. In a process, the initial type mark for an object is
the type annotation of the parameter standing for the object. (We will usually
say “type mark of a parameter” instead of “type mark for an object represented
by a parameter”.) Type annotations of parameters bound in message receiving
actions or closed processes (parameter types) are specified explicitly. The type
annotation of the parameter bound in an object creating action is the annotation
of the closed process specifying the new object’s behavior. If a parameter of type
@(5)(®)o is used for this closed process, the initial type mark for the created
object is a.

A type mark of z always reflects the user’s knowledge about the type of the
ohject represented by z. A process z.c[a]; @ is type-conforming only if the type
mark of z specifies an acceptable message with selector ¢ and an appropriate
mumber of parameters with appropriate types. The type mark of = in # can be
different: The type mark must be updated by removing the state descriptors in
the corresponding message descriptor’s in-set from the activating set and adding
the state descriptors in the out-set.

An object can have several users who send messages concurrently. The object
must be able to accept all messages from concurrent users in arbitrary interleav-
ing. Combinations of object types have the required properties: If there are n
parameters 1, ..., Z, (standing for the same object) with type marks 01, ..., 0n,
respectively, the object must understand all messages according to oy X - -+ X op.
Especially, if the object is of type {@1,...,Un}|b, each parameter z; can have a
type mark o; with {@;}{b < ;. ‘

An object creating action (x)$a[[@'] binds a single parameter z; no other
parameter stands for the new object. Hence, the type mark o of z can be equal
to the new object’s type. When an alias of z (i.e. a further parameter standing
for the same object as z) is introduced by using z as an argument, x’s type mark
o must be split into o, and o2, where ¢ = 07 X 03; = gets the new type mark
oy, and the new parameter’s initial type mark is 1. So, the condition stated
in the previous paragraph remains satisfied. In general, type splitting has to be
applied whenever a new alias is introduced, i.e. for each use of a parameter of an
object type as an argument. The original type mark o of a parameter = used as
argument is known as well as the explicitly specified type mark o, (parameter
type) of the new alias. The new type mark o3 of z can be computed from the
equivalence ¢ = 0y x o2 in the same way as the object type needed in proving
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o < o1 (see Sect. 3.3). If 0 < 01 does not hold, the types of z and its new alias
are incompatible and the program is not type-consistent.

A type o x 7 can specify more acceptable messages than all interleavings of
acceptable messages specified by ¢ and 7. A single parameter with a type mark
o X 7 can allow a user to send more messages than two parameters with type
marks o and 7. Therefore, the process calculus contains conditional expressions
of the form z=y?76:6' (where z’s type mark is o, and y’s type mark is 7). In
the if-path 8, z and y are regarded as equal with the combined type mark o x 7,
whereas in the else-path ', z and y still have separate type marks.

No updating and splitting of types is necessary for closed process types.
Closed process types are handled in the same way as types in conventional
object-oriented languages.

For a human reader it is rather easy to understand the type annotations
of the closed processes S, Sd and Si (as introduced in Sect. 2.2 with types de-
fined in Sect. 3.1). Directly after accepting a message get(y)?®, y has the type
mark {once} | back(s){once}—{}, and z has the type mark s. After an action
y.back[z], y’s type mark is updated to {} | back(s){once}—{}, and z’s type mark
is split such that z’s new type mark is {}|0. Neither z nor y accept any further
message. The type mark og; resembles a type in a conventional object-oriented
language: It remains unchanged after sending messages to its instances, and it
can be split into os; and os; because og; = 0s; X 0s;.

4.2 Checking Type Marks

Since each occurrence of a parameter is associated with a type mark, it is not
difficult for a compiler to ensure that users send only messages as specified in
the type marks to an object. A checker of type marks walks (from left to right)
through each (closed) process in a program. Thereby it has to

— initialize the type mark of each parameter where it is bound; free parameters
must not occur in a program,;
— for each message sending action z.d[ay, ..., ay,]:

1. ensure that z’s type mark specifies an active message descriptor of the
form d{py,...,on){C}—{T}, and update z’s type mark;

2. for each 1 < i < n: if a; is a parameter, ensure that a;’s type mark is a
subtype of ; and (if ; is an object type) split a;’s type mark;
otherwise (a; is a closed process )(Z)¥67) check the type marks and
the object behavior of a; and ensure @(3)(¥)o < @;;

— for each action al®*l[a;, ... a,] or (z)$aloroml[ay, ... a,] (after ini-
tializing z’s type mark):

1. ensure that a is a closed process (31:9m) (F)91:¢= 7 for which a check
of the type marks and the object behavior succeeds, or a is a parameter
with a type mark @Q(sy,...,8m){@1,.-.,9n)0;

2. for each 1 < 7 < n: if q; is a parameter, ensure that a;’s type mark is a
subtype of ¢; and (if ¢; is an object type) split a;’s type mark;
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otherwise (a; is a closed process (&)(z')¥87) check the type marks and
the object behavior of a; and ensure @(3')(¥)7 < ¢s;

— for each expression 8 + 8': check § and 8’ independently (with the same type
marks at the beginning);

— for each expression a=a’'?6:6': if both, a and a’ are parameters standing
for object types, check # with the current type marks, and check §{a/a’}
independently with updated type marks, where a’s updated type mark is a
combination of a’s and a’’s current type marks;
otherwise (a or o' is a closed process or a parameter standing for a closed
process) check 8 and ¢’ independently.

Proposition 7. Let P be a program passing the above checks. Then, no system
with behavior P can get into a state where an object’s type does not contain
an active message descriptor corresponding to the first message in the object’s
buffer. Furthermore, the checks ensure that each called ezpression is an appro-
priate closed process.

This proposition holds because each object’s type is a subtype of the combination
of the type marks of all parameters standing for this object. Checking type marks
ensures that type marks are actually used as described in Sect. 4.1.

4.3 Checking Object Behavior

A type checker also has to ensure that each object always can deal with all
messages corresponding to an active message descriptor in the object’s type. A
checker of object behavior walks (from left to right) through each closed process

(3)(7)¥§7 in a program. Thereby it has to ensure for 8 with o that

— ¢ is a normalizable object type {@}|b; then, ¢ is reduced to normal form;

— if 4 is 0, no message descriptor in o is active;

— if B is dy (Z1)P1;0) + - +dp(Tn)P=; 0, (n > 1), 0 contains no active message
descriptor d(@'){¢}—={®} with d ¢ {di,...,dn} (i.e., there is at least one
message accepting action for each active message descriptor), and checking
succeeds for each d;(Z;)%:;6; with o (1 <i < n);

— if§is @+ --+6, (n > 1), where at least one #; # 0 has no message receiving
action in the head, checking succeeds for each ¢; with ¢ (1 < i < n);

— (in addition to the above two items) if 8 is d(Z)¥* ;8 and o contains an
active message descriptor d{y}, ..., ¢, ){c}—{T}, each ¢} < p; (1 <1 < n)
and checking succeeds for ' with o', where ¢’ is constructed by updating a;

— if 6 is d(Z)?;6' and o contains no appropriate active message descriptor, this
dead code (f) is eliminated (replaced with 0);

— if 6 is z.d[a); 8" or (z)$al)[@']; ', checking succeeds for 8’ with o;

— if § is a=a' 76" : 6", checking succeeds for 8’ with ¢ and for 6" with o;

— if 8 is a™[@’] and a is a closed process ) (7')? @' or a parameter of type
@(3){(¥), then T{E’/B‘"} <o.
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Proposition 8. Let P be a program passing the above checks. Then, each object
in a system with behavior P accepts all messages specified by the object’s type.

The checks ensure that there is a message accepting action for each active mes-
sage descriptor.

‘The main result of this paper directly follows from the definition of C (given
in Sect. 2.4), Proposition 7 and Proposition 8:

Theorem 9. A program passing the above checks of type marks and object be-
havior is type-consistent w.r.t. C.

For each g € p, the closed process ¢ substituted for p is checked in the same way
as p. Since ¢’s type is a subtype of p’s type, ¢ satisfies all constraints promised
by p’s type.

Programs accepted by our type checker do not suffer from an important kind
of deadlocks:

Theorem 10. Let P be a program passing the above checks of type marks and
object behavior. Then, in a system with behavior P, the execution of an object
with o nonempty message buffer cannot be blocked.

Deadlocks can occur only if a user does not send a message needed by an object.

We shall estimate the complexity of type checking: A type checker runs
through each process once for checking object behavior and once for checking
type marks. (Of course, these phases can be combined.) No part of a process
must be checked several times in each phase. The type checker always knows
which checks must be applied to show type consistency. Thus, the type checker
runs through the code at most twice. Assuming an appropriate type representa-
tion and considering type comparisons with a worst case time complexity of at
most quadratic order, the worst case time complexity of the whole type checker
is of at most quadratic order.

5 Discussion

5.1 Coordination with Type Marks

The solution of the dining philosophers problem in F ig. 3 shall demonstrate
how synchronization restrictions can be expressed in the proposed type model.
Philosophers sit around a table and spend their time with thinking and eating,
Each philosopher has a plate of spaghetti and a fork. However, two forks are
needed for eating this kind of spaghetti. When a philosopher becomes hungry,
he has to borough a fork from his neighbor. All philosophers shall get a fair
chance to eat. The dining philosophers problem is a well-known example from a
class of problems, where several concurrent users (philosophers) need exclusive
access to limited, shared resources (forks).

The behavior descriptor bp specifies the messages each philosopher can deal
with. A philosopher always is in one of four abstract states: thinking, asking his
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bp = eat{{}|bp, {down}|br){thinking}—{asking} +
ask({asking}|bp){}—{} +
yes({eating}|bp, {nice}|bp, {down}|br){asking}— {eating} +
no{{thinking}|bp){asking}—{thinking} +
think(){eating}— {thinking} +
grant{{ }|bp){thinking}—{nice} +
back({thinking}|bp, {down}|br){nice}— {thinking}
be = get(){down}—{up} +
put{){up}—{down}
Pth = 0 (.’L‘, v, Z){thinking}|bp,{}|bp,{down}|bF(
ask(y'){asking}be . o grant[y]; «'.yes[z', , z]; pfl 1+
z.eatly, z]; y.ask[z]; Pf 7)) {thinking}{be
Pf = ()(ask(y){“ki"g”b?;y.no[y]; Pf[][] +
grant(y)U1ve; Pol[y] +
eat(y, z){}|bp,{(lown}|bp; Pa[][y, z]){thinking}lbp
P = O (y) (e (ask(y') =nel o2, nofy}; Puly) +
back(m, Z){thinking}|bp,{down}]bp; Pth[] [:L', Y, z]){nice}|bp
Pa = ()(y’ Z){}lbp‘{dow"}IbF(ask(y'){asm"g”bp;y'.nO[y'], Pa” [y, Z] +
ves(z, y, 2') (eating}be, {uice}be {down}lbe . 7 got[]; 2" get[]; Pel[z,y,z, 2] +
nO(:L.){t.hinking}[bp : Pth[] [I, Y, z]){asking}lbp
Pe = ()(:L,,y’z,Zl){eatingﬂbp,{}|bp,{up}|bp,{up}|bp(
ask(y") (eskingHbr - 7 nofy']; pell [z,y,2,2'} +
¢.think[]; z.put(]; 2'.put(]; y.back[y, 2]; Pg“ [z, v, z]){""““g}lbP
Pg = ()(.’L‘, Y, z){t.hinking}lbp,{}|bp,{(lown}|bp(
ask(y'){asking}loe o7 nofy']; Pgll[z, y, 2] +
think(); Pthl[z, y, z]){eatine}ibe

Fig. 3. Closed Processes for Dining Philosophers

right neighbor for a fork, being nice by giving his fork to his left neighbor, and
cating with two forks. The acceptable messages depend on the abstract state. As
the behavior descriptor bp shows, a fork can be in two states: down on the table
or up in a philosopher’s hand. The abstract states of philosophers and forks as
well as the acceptable messages for each abstract state and the corresponding
state changes are shown graphically in Fig. 4.

When asked for a fork, a philosopher with behavior Pth gives his fork to a
neighbor by sending “grant” to himself and “yes” to the philosopher who asked.
(Parameter z stands for the philosopher itself, y for his right neighbor, y' for his
left, neighbor who asks for the fork, and z for the own fork.) When a philosopher
becomes hungry, he sends “eat” to himself and “agk” to his right neighbor. All
further requests for a fork are answered with “no”. When receiving “grant”,
the (nice) philosopher waits for the message “back” from his left neighbor who
returns the fork, and then continues with thinking. When receiving “eat”, the
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asC |{thinking} :a’i | {asking} | Dask

grantl Tback '\think lyes getl Tput

askCI {nice} l l{eating} IDask

Fig. 4. The Abstract States of a Dining Philosopher and a Fork

(asking) philosopher waits for an answer from his right neighbor. If the answer
is “no”, he continues with thinking. Otherwise he takes his and his neighbor’s
fork and begins to eat. When he is no longer hungry, he puts the forks on the
table, returns one of them to his neighbor and sends himself a message “think”.
When receiving this message, he begins to think again.

As the example shows, the proposed model can actually deal with rather dif-
ficult synchronization problems in a type-safe manner. Types express in which
circumstances messages are supported, and a type checker ensures that only sup-
ported messages are received and each object can handle all supported messages.
For example, each philosopher can be sure that he does not receive a message
“eat” while he is “nice”.

The type model cannot ensure that the solution of this problem is free of
deadlocks because there is no way to ensure that all users send messages as ex-
pected. For example, a philosopher always remains in state “nice” if his neighbor
does not return his fork. The type model also cannot prevent live-locks. But with
this type model it is impossible that an object does not understand a message
in its buffer.

The example in Fig. 3 also shows that synchronization sometimes requires
additional messages and message arguments. A message “ask” contains a refer-
ence to the sending philosopher as a parameter; the answer shall be returned to
this parameter. The answer also contains this parameter, although the receiver
of the answer knows it. But it is still necessary to have this parameter: The
parameter of “ask” is associated with a type mark which allows the receiver
to send a reply. In order to avoid uncontrolled aliasing (since appropriate type
splitting is impossible), the philosopher cannot keep the type mark describing
his own abstract state. The answer returns the (updated) type mark so that the
philosopher can continue to send messages to himself.

5.2 Object Types as Automata

Usually, descriptive object types correspond to finite automata: Activating sets
represent states, acceptable messages represent state transitions. Fig. 4 shows
the automata corresponding to the types of philosophers and forks.

It is not possible to represent all protocols as finite automata. Even if pos-
sible, it may not be desirable to represent an involved protocol as an object
type because it can be difficult for a programmer to handle many different type
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marks. But, it is always possible to use arbitrary approximations to such proto-
cols: A type of the form {}|di(@){}—={} + - + dn(@,){}—={} is a simple first
approximation of a protocol supporting the messages di, ... ,dy; the correspond-
ing automaton has only one state. The type model ensures that an object of this
type always accepts each supported message. If the object accepts a message
that should not be received because of a constraint on message orders not ex-
pressed in the type, the object can raise an exception. A constraint on message
orders expressed in a type is checked statically, while one not expressed in the
type is checked dynamically. The first approximation can be improved by adding
further abstract states (and constraints on message orders) to the type.

Since activating sets can hold an unlimited number of state descriptors, an
automaton corresponding to an object type can, in principle, have an unlimited
number of states. However, without some extensions of the model, we cannot
make much use of this flexibility. If we extend the model with integer variables
(over given ranges) as generic parameters and allow the corresponding integers
to specify the number of occurrences of state descriptors in activating sets and
be used in conditions of if-then-else-expressions, we can actually use object types
that correspond to automata with an unlimited number of states. For example,
oy, is the type of a data store that always accepts put-messages, but only as
many get-messages as there are elements in the store:

ose = {}] put(s){}—{full} + get(os){full}—{}

This type corresponds to an automaton with an unlimited number of states.
It is no more difficult to deal with g, than with types corresponding to finite
automata. For example, it is easy to show gg; < sy < 0. But integer variables
as generic parameters are needed, for example, to specify a closed process that
performs different actions on such data stores, depending on the number of
clements.

6 Related Work

Much work on types for concurrent languages and models has been done. The
majority of this work is based on Milner’s 7-calculus {15, 17] and similar calculi.
Especially, the problem of inferring most general types was considered by Gay [5]
and Vasconcelos and Honda [28]. Nierstrasz [19], Pierce and Sangiorgi {20], Vas-
concelos [27] and Kobayashi and Yonezawa [10] deal with subtyping in such cal-
culi. But their type models differ in an important aspect from the one presented
in this work: They cannot represent constraints on the order of messages and
ensure statically that all sent messages will be processed.

Several proposals [10, 20, 27] support subtyping in a similar way as sequential
object-oriented languages based on the typed A-calculus: A type of an active
object specifies the set of messages that will be accepted by all instances; a
subtype specifies an extended set of messages. Some of these proposals [20, 27]
ensure that all sent messages will be processed, but do not support constraints on



386

the sequence of messages. The proposal of Kobayashi and Yonezawa [10] ensures
neither message processing nor constraints on message sequences.

A large amount of work based on “path expressions” [3, 26] and, more re-
cently, process algebra [2, 15] shows that reasoning about the order of messages
in concurrent systems is quite difficult. Not much work was done on type models
able to deal with constraints on message sequences because of the difficulty of
this problem. Nierstrasz [19] argues that it is essential for a type model to regard
an object as a process in a process calculus. He proposes “regular types” and
“‘request substitutability” as foundations of subtyping. However, his very gen-
cral results are not concrete enough to develop a static type system from them,
especially because his approach does not consider aliases.

The proposal of Nielson and Nielson [18] can deal with constraints on mes-
sage sequences. As in the type model proposed in this paper, types in their
proposal are based on a process algebra, and a type checker updates type in-
formation while walking through a process expression. However, their proposal
does not control aliases; types are regarded as contracts between an object and
a single user, not as a contract between an object and the whole set of its users.
Thus, their type model cannot ensure that all sent messages are understood.
But subtyping is supported so that instances of subtypes preserve the proper-
ties expressed in supertypes; if a program corresponding to a supertype sends
only understood messages, also a program corresponding to a subtype does so.
Because types in their model specify the communication between processes com-
pletely, subtyping is rather restricted.

The present work improves earlier work on the process type model [21, 22, 23].
These earlier type models also support subtyping and ensure statically that all
sent messages are understood, although constraints on message sequences are
considered. The type model in the present work uses a new type representation
that has several advantages over the old one:

— It provides better support for the coordination of users. In the earlier models,
a user sometimes had to ask the object if some messages were acceptable. In
the present model, users coordinate themselves without asking the object.

— The present model supports more efficient type checking. In some versions
of the process type model, type checking was exponential in time, or even
undecidable. Now, type checking time is quadratic in the worst case.

— The earlier models did not support genericity.

A type representation slightly similar to the one used in this work was proposed
in [25]. But that proposal does not deal with subtyping and genericity and does
not, provide a formal analysis. A more thorough and formal treatment of the
present work can be found in [24].

Future work. The work on this type model is not yet finished. Currently, it is
not possible to specify in types which response is expected from the receiver
of a message. There is ongoing work to make it possible for a type checker to
ensure statically that the receiver of a message sends an appropriate reply. More
expressive behavior descriptions as in [11] shall also be considered. Furthermore,
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the type model shall be adapted for different kinds of communication, including
synchronous message passing, restricted buffer sizes, and reordering of messages
in message buffers. Several kinds of “fine tuning”, especially considering explicit
self-references, shall help to reduce the necessary syntactical overhead of using
this type model.

7 Conclusions

The results of this work show that it is indeed feasible to regard a type as a
contract between an (active) object and the unity of all users. Types specify
constraints on the expected sequences of messages. A type checker can ensure
statically that concurrent users are actually coordinated so that all sequences of
messages sent to an object conform to the object’s type, and the object accepts
all type-conforming messages. Subtyping, genericity and separate compilation
can be supported.
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