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Within the Multi-agent systems (MASs) paradigm, the concept of the environment plays a central role.
In fact, the autonomous agents do only exist when they are deployed on an environment. Still, there is
an implicit hypothesis in current trends of the MASs considering that the agents are related to only one
environment that captures all the different aspects of the application domain. In this paper we challenge this
implicit hypothesis by enabling multiple occurrences of the agent-environment relationship. This brings
clarity and modularity for the design and implementation of complex MASs since each environment targets
a specific aspect of the application. Thanks to the proposed characterization of the agent-environment
relationship, the agents are still offered a unified view about all the environments.

Povzetek: Analizira povezave MAS z okoljem in pokaže, da jih je bolje imeti več.

1 Introduction

The paradigm of Multi-agent systems (MASs) naturally
implies the idea that the agents are embedded in an envi-
ronment. Indeed, as J. Odell and colleagues have pointed
out: "without an environment, an agent is effectively use-
less" [11]. In fact, even if designers do not always consider
the environment as a primary abstraction when engineering
MAS applications, the main agency definitions do always
mention that an agent is an entity that is operating in an
environment using perception and action means, see e.g.
[15, 3, 21, 20]. As highlighted in [19], this is even more
obvious when considering situated MASs where the agents
are placed within an environment that may comprise pro-
cesses that do modify the state of the world independently
from the actions of the agents. Consequently, such pro-
cesses are modeled as parts of the environment which is
thus considered as a first-class entity. Recent works have
shown that the environment has clearly a rich potential not
only for situated MASs but for the paradigm of MASs as a
whole [18].

In this paper, we clearly embrace the idea that the envi-
ronment has to be considered as a first order abstraction.
However, the implicit hypothesis stating that all the agents
of a MAS share a common environment has to be re-
vised. Indeed, the agency definitions implicitly propose a
vision where the agents only belong to one and unique en-
vironment that captures all the different aspects of the ap-

plication domain.
Complex MASs often need to define different environ-

ments to capture different aspects of the application do-
main. However, due to the usual single environment view,
this is generally done in an ad hoc manner. This has con-
tributed to the confusion related with the notion of envi-
ronment within MASs. The main goal of this of paper is
to promote the idea that several environments can coexist
within a single MAS application. To achieve this, we pro-
pose to characterize the relationship that maps an agent to
an environment by the following features: (i) ontology of
the environment, (ii) perceptions means, (iii) action means,
(iv) interaction functions and (v) localization function in
case of situated environments.

Once the relationship that links an agent to an environ-
ment has been characterized, it is then possible to consider
multiple occurrences of this relationship between an agent
and several environments. The agents are still offered a
unified view of what is an environment, but each specific
environment has its own way to implement the features of
the agent-environment relationship.

2 Background
In [11], J. Odell and colleagues identify different types of
environments that have been used within MASs applica-
tions. This work clearly identifies that MASs applications,
depending on their application domain, need different kind
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of environments. However, J. Odell and colleagues have
studied the characteristics of the environments rather than
studying the characteristics of the relationship that maps
agents to environments. Furthermore, the different classes
of environments were studied and analyzed separately and
the coexistence of several environments within the same
MAS has not been considered.

In [19], D. Weyns and colleagues present the 3-Layer
model which is a first step towards a better understanding
of the different concerns which have to be considered when
studying the environments of MASs. Figure 1 presents
the 3-Layer model that distinguishes between three dif-
ferent classes of environments that exist at three different
layers: (i) the environment of the MAS application layer,
namely the application environment, (ii) the environment
defined by the execution platform (a generic middleware)
and (iii) the environment defined by the physical infrastruc-
ture. This decomposition identifies that there are several
kinds of environments within a single MAS application.
Still it implicitly considers that the agents, at the MAS ap-
plication layer, are in relation with only one single environ-
ment. Furthermore, the relationship between the agents and
their different environments is not studied. In this paper,
we try to characterize this relationship independently from
the layer where the environment is defined. For instance,
the agent-environment relationship is the same for the envi-
ronments that are defined within the application layer and
those defined within the execution platform.

J. Ferber and colleagues were facing a domain of ap-
plication, social simulations, where the autonomous agents
are both situated in a spatial environment and in an orga-
nizational environment. They have developed a model that
includes both the spatial and the organizational aspects in a
single environment, namely the AGRE model [5] (cf. fig-
ure 2). The AGRE model merges the concepts of two as-
pects of the application domain: the organizational aspects
and the spatial and temporal aspects to represent the agents
within a virtual space. But this approach is limited since if
another aspect of the application domain is identified, then
the entire AGRE model has to be revised in order to include
new concepts.

S. Bandini and colleagues propose the Multilayered
Multi-Agent Situated Systems (MMASS) model for the def-
inition of structured environments for situated MASs. The
MMASS model relies on decomposing the environment in
several different layers that represent physical or concep-
tual abstractions, specifying different aspects of the whole
system [1]. Such an approach also highlights the fact that
the environment may be defined according to many differ-
ent aspects. Indeed, MASs may be composed by heteroge-
neous agents that may need different action and perception
means achieving their goals. The MMASS model thus pro-
vides an interesting framework that allows to explicitly take
into account different aspects of the application. Still the
MMASS model focuses on situated MASs aiming to pro-
vide an explicit representation of agent environments and
interaction mechanisms that are strongly dependant on the

position of agents and on the spatial structure of the envi-
ronment.

3 Revising some Assumptions on
Environments

This section presents in an informal manner how some im-
plicit assumptions on environments are revised. The idea
is to start from a well established diagram that shows the
agent-environment relationship. This diagram is then mod-
ified to obtain the vision of the agent-environment pro-
posed in this paper.

Figure 3: The original agent-environment diagram pre-
sented in [15].

Figure 3 shows the original diagram which has been pre-
sented in S. Russell and P. Norvig book [15]. This diagram
gives an idea of what is the relationship between an agent
and an environment. Still, many implicit hypotheses and
assumptions are found in this diagram. The first point con-
cerns where the agent’s actuators and sensors are defined.
Figure 3 situates the actuators and sensors on the side of
the agent. This means that the actuators and sensors are
defined by the ontology of the agent which makes the en-
vironment dependent on the ontology of the agents. This
is not suitable since the environment has to be independent
from the specific model of an agent. In fact, an environment
can hold heterogeneous agents that use different ontologies
and reasoning models.

Figure 4: Defining the action and perception means of the
agent on the environment side.

By contrast to figure 3, figure 4 places the actuators and
sensors of the agent on the environment side. This also in-
troduces the need for the ontology of the environment. In
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Figure 1: 3-Layer model for MASs [19].

fact, the actuators and sensors have to be explicitly defined
by the ontology of the environment as means offered to the
agents in order to perceive and act on the environment. The
environment also defines the interaction functions that de-
scribe the relationship between the action means and per-
ception means. In other words, the environment describes
what is the result of the interaction between the actuators
and sensors. It is important to notice that the interaction
has been shifted from the agents to the action and inter-
action means. So, the agents do not directly interact, but
their action and perception means interact within the envi-
ronment.

Figure 5 presents a first step towards a general vision
of the agent-environment relationship. In fact, an agent
can be related to more than one environment. Each envi-
ronment defines its specific ontology, perception and ac-
tion means and interaction functions. If the perception
and action means were not extracted from the agent and
then placed in the environment, as it is the case in figure
3, the multiple instantiation of the agent-environment rela-
tionship would have been more difficult since every envi-
ronment would have to follow the ontology of each agent.

The agent-environment relationship has to be distin-
guished from the means which are offered to the agent
in one of its environment. In fact, any communication
medium that enables the communication between the agent
and the environment can be used. Particularly, some envi-
ronments can be used as communication media. Figure 6
shows this case, where the agent is related to two environ-
ments ’environment 1’ and ’environment 2’. This agent
directly accesses ’environment 1’. However, the access to

Figure 5: Multiple occurrences of the agent-environment
relationship.

’environment 2’ is done through ’environment 1’ which is
considered, in this case, as a communication medium. It
is important to notice that ’environment 2’ is also related
to ’environment 1’ in order to act and retrieve the percep-
tion results. This schema is similar to the 3-Layer model,
where the agents use the ’execution platform’ environment
in order to implement their relation with the ’application
environment’.
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Figure 2: The UML meta-model of the AGRE model [5].

Figure 6: Using an environment as a communication
medium to access another environment.

4 Generalizing the
Agent-Environment Relationship

In the previous section, we have seen that there is an im-
plicit hypothesis that considers that the autonomous agents
do exist in a single environment. Consequently, this en-
vironment is supposed to contain all the different aspects
and logics of the MAS application. Still, both from a con-
ceptual point of view and from an engineering point of
view, this hypothesis is inappropriate when dealing with
complex software systems. Moreover, such an approach
does not help to understand the role played by the environ-
ment within the MAS framework. In fact, each application
domain has its own view of what is an environment and
what are the functionalities implemented by an environ-
ment. Current approaches that have faced the problem of
designing a MAS application where the autonomous agents
exist in an environment that captures more than one aspect
of the application domain have suggested to merge these
aspects in a single environment. These approaches are lim-
ited since each time a different aspect of the application do-
main is identified then this aspect is appended to the envi-
ronment in an ad hoc manner. As a result, the environment

centralizes all the different aspects of the targeted applica-
tion. Such an environment contradicts the modularity and
separation of concerns principles which have been proved
to be useful when designing complex software systems.

We suggest an approach that: (i) challenges the implicit
hypothesis that considers only one environment which is
commonly shared by the autonomous agents; (ii) gener-
alizes current approaches that have identified that several
environments are required to capture all the aspects of the
application domain.

Such an approach may seem to contrast with the 3-layer
approach proposed in this volume by D. Weyns and T.
Holvoet, where only one environment crosscuts the three
layers (cf. figure 1) [17]. In fact, such a contrast comes
from the fact that the two approaches do not have the same
objectives: the 3-layer model aims to highlight that sev-
eral concerns have to be taken into account when engineer-
ing environments for MASs. Rather than that, our goal is
to characterize the agent-environment relationship and our
claim is that this relation has to be instantiated as many
times as required. Further study is necessary to clarify the
distinction between the two models.

The problem now is to have a more precise idea of what
is meant by the existence of agents in an environment. Ini-
tially, the term existence was used in [15] by S. Russell and
P. Norvig in order to highlight the central role played by
the environment within the MASs paradigm. However, up
until now there is not a consensual definition of this ex-
istence relationship that links the autonomous agents and
their environments.

4.1 Characterizing the Agent-Environment
Relationship

In order to offer a general approach, we study the rela-
tionship between an agent and an environment rather than
defining a specific model of an environment. Once this re-
lationship has been characterized, then different environ-
ments implement it differently according to the aspect of
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the application domain which is captured. Thus, the agent
is offered a unified view of the existence relationship that
links the agent to the different environments.

Starting from the state of the art proposed by D. Weyns
and colleagues in [19] and from previous works on the de-
velopment of environments for autonomous agents [8], the
following elements are suggested as a characterization of
the agent-environment relationship:

– the ontology of the environment has to be distin-
guished from the ontology of the agents. In fact, the
environment defines its own concepts and their log-
ics. To operate in an environment, the agents need to
understand some parts of the ontology of the environ-
ment. When the agents use an internal ontology that
differs from the ontology of the environment, it is their
responsibility to map the concepts of their own ontol-
ogy to the ontology of the environment. For instance,
we can conceive the use of cognitive agents, such as
BDI agents, in a spatial grid environment. The ontol-
ogy of the spatial grid environment defines concepts
such as: pheromones, cells, movement, position and
so on. This ontology does not have any concept of
mental states which are present in the BDI model for
instance. So, it is the responsibility of the cognitive
agent to translate the concepts of the spatial grid en-
vironment into some logical predicates which are in-
cluded in its mental states. Obviously, it is not always
easy to translate the concepts defined by the ontology
of the environment into the agent’s ontology. For in-
stance, even if it is theoretically possible to imagine
BDI agents deployed on a spatial grid environment
where they can move and drop pheromones, this is
very hard to achieve in practice as the ontology of the
BDI agents and the ontology of the spatial grid envi-
ronment are dissimilar.

– the perception means are the concepts defined by
the ontology of the environment and that enable the
agents to perceive their surroundings.

– the action means are the concepts expressed by the
ontology of the environment and that enable agents to
influence their surroundings.

– the interaction functions define the relationship be-
tween the action means and perception means. It is
important to notice that the interaction is not defined
between the agents, but between the action and inter-
action means that are defined by the ontology of the
environment.

Besides, for a situated environment, an additional ele-
ment characterizes this agent-environment relationship:

– the localization function is specifically provided by
situated environment. In a situated environment, one
can define the location of an agent in terms of coor-
dinates within the environment. The location of an

agent is also defined as a concept of the ontology of
the environment.

This characterization of the agent-environment relation-
ship offers a unified view of the environments which
are considered either as: (i) an infrastructure or (ii) an
application-level environment.

4.2 Illustrating some Agent-Environment
Relationships

To illustrate the suggested characterization of the agent-
environment relationship, let us consider the review of
some existing environments.

4.2.1 Tuple Spaces

Tuple Spaces (TSs) have been introduced by researchers at
the Yale University where Linda [6] –the first tuple space-
based system– has been developed. A TS system is com-
posed by the following elements:

– a tuple is basically a list of typed fields. Fields may be
actual when they hold a value or formal otherwise.

– a tuple space is an abstract storage location where tu-
ples are deposited and retrieved by the software enti-
ties which are called processes.

– the processes store and retrieve the tuples using the
following primitives:

– out: this primitive inserts a tuple into a tuple
space which becomes visible to all the processes
that have access to that tuple space.

– in: this primitive extracts a tuple from a tuple
space, with its argument acting as the template,
anti-tuple, against which to match. When all the
corresponding fields of a tuple match the tem-
plate the tuple is withdrawn from the tuple space.

– read: this primitive is equivalent to the ’in’, ex-
cept that a matched tuple is not withdrawn from
the tuple space and remains visible to the other
processes.

– eval: this is similar to the ’out’, except that it
creates an independent process yielding the tuple
which is inserted in the tuple space.

The Tuple Space as an Environment

– the ontology of the tuple space defines the concepts
that follow: tuple, anti-tuple, tuple space, out, in, read
and eval. So, in order to exist in a tuple space, an
agent has to understand these concepts and to be able
to translate them into the concepts of its own ontology.

– the action means offered by a tuple space are repre-
sented by the out primitive. In fact, an agent can influ-
ence other agents by putting a tuple within the tuple
space using the out primitive.
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– the perception means offered by a tuple space are rep-
resented by the concept of anti-tuple and by the in and
read primitives. So, an agent can perceive within a tu-
ple space by using a template represented by the anti-
tuple as argument for the in or read primitives.

– the interaction functions defined by the tuple space
are the rules that make an anti-tuple matching a tu-
ple. These rules make the link between the action
means and perception means of the agents. Some tu-
ple space architectures such as TuCSoN [12] change
the interaction functions of the tuple spaces and add
some reaction rules in order to dynamically change
the interactions that take place between the tuples and
anti-tuples.

4.2.2 MIC∗

Figure 7: The MIC∗ structure.

MIC∗ is an algebraic model of a MAS infrastructure
holding autonomous and interacting agents [8]. The MIC∗

structure (cf. figure 7) is composed of two matrices where
rows represent the agents i ∈ A and the columns represent
interaction spaces j ∈ S. The elements of both matrices
are called interaction objects. Interaction objects represent
information carriers but also model the interaction means
(i.e. actuators and sensors) of the agents within the system.
Moreover, interaction objects are formally defined so that
their structure is a commutative group (O, +): a composi-
tion of interaction objects is also an interaction object (see
[7] for a complete mathematical description of the MIC∗

model). The outbox matrix and the inbox matrix can be
described as follows:

1. The outbox matrix: each element of the outbox ma-
trix o(i,j) ∈ O is an interaction object that models the
actuators and sensors of the agent i in the interaction
space j. In other words, the elements of the outbox
matrix model the means that enable an agent to per-
ceive and influence the universe in a particular inter-
action space. So, having an interaction object in the
outbox matrix is the only way for an agent to exist and
operate in the MAS. Particularly, when o(i,j) = 0, the
agent i neither influences nor perceives the universe
in the interaction space j: agent i does not exist in j.

Moreover, the means used to perceive the universe are
distinguished from the result of the perceptions. The
perception results are placed in the inbox matrix.

2. The inbox matrix: each element of the inbox matrix
o(i,j) ∈ O represents the result of the perceptions of
the agent i in the interaction space j.

MIC∗ as an Environment

– the ontology of the MIC∗ environment defines the fol-
lowing concepts: interaction object, interaction space,
inbox matrix, outbox matrix, and the operators of
movement, interaction and computation.

– the actions means offered by MIC∗ are represented by
the interaction objects, interaction space, outbox ma-
trix and the computation operator.

– the perception means offered by MIC∗ are represented
by the interaction objects, interaction space, inbox
matrix and the interaction operator.

– interaction functions: MIC∗ defines interaction oper-
ators within the scope of an interaction space to cal-
culate the result of the interaction of an actuator on a
sensor. Both the actuator and the sensor are uniformly
represented as interaction objects. The actuator and
the sensor are located in the outbox matrix and the re-
sult of the interaction is stored in the row correspond-
ing to the sensor in the inbox matrix. Hence, an agent
can retrieve its perception whenever he wants in order
to deliberate and emit other interaction objects.

– localization function: MIC∗ is a situated environment
since each agent owns an identifiable location. This
location is defined by the rows which are occupied
by the agent within the inbox and outbox matrices of
MIC∗.

4.2.3 Spatial Grid Environment

Spatial grid environments have always been considered as
a very useful tool for the modeling of physical environ-
ments within MAS applications, see e.g. [13]. A spatial
grid environment defines a two-dimensional world which
is spatially discretized into cells (or patches) which define
the agents’ location and that contain local environmental
properties such as a pheromone concentration for instance.
MAS platforms such as STARLOGO [14], NETLOGO [16]
or TURTLEKIT [10] are some examples which are explic-
itly based on this kind of environment. Within such envi-
ronments, the agents have the ability to perceive and act on
the environment according to the perception/action means
which are afforded by the cell on which they are: the agents
can move to another cell, perceive the pheromone concen-
tration of the cell and drop some pheromones on the cell.
Additionally, the environment owns some processes that
define the pheromone propagation and evaporation phe-
nomena. It is these processes that define the interaction



TOWARDS A UNIFIED VIEW OF THE ENVIRONMENT(S). . . Informatica 29 (2005) 423–432 429

functions since they enable the agents to coordinate their
behaviours through the environment.

Spatial Grid as an Environment

– the ontology of a spatial grid environment defines
the following concepts: cell, pheromone, propagation
function, evaporation function and movement.

– the action means offered by a spatial grid environment
are represented by the movement actions and the drop
of pheromones.

– the perception means offered by a spatial grid envi-
ronment are afforded by the cell that represents the
current location of an agent.

– the interaction functions defined by a spatial grid en-
vironment maps the intensity of the pheromones to the
locations of the agents. The spatial grid environment
computes the intensity of the pheromones according
to the evaporation and propagation functions.

– localization function: within the spatial grid environ-
ment, each agent is located by the coordinates of the
current inhabited cell.

4.2.4 AGR Organizational Environment

In [4], J. Ferber and O. Gutknecht have proposed the
Agent/Group/Role (AGR) model. The main organizational
concepts of AGR are described as follows:

– agent: an agent represents the active entity that tries
to achieve its design goals by interacting with other
agents.

– group: the organization of the MAS is structured by
groups. A group is defined as a set of agents that play
specific roles. It is important to notice that the agents
can interact by sending messages only when they be-
long to the same group.

– role: the role represents an abstraction of the function
of an agent within a group.

The MadKit platform [9] was then developed as an infras-
tructure that implements the AGR concepts.

AGR as an Environment

– the ontology of the AGR environment defines the con-
cepts of group, role and message.

– the actions means offered by the AGR environment
are represented by the action of acquiring/leaving a
role within a group and by the action of sending a mes-
sage.

– the AGR environment considers the roles played by
the agent as its perception means.

– the AGR environment defines the interaction func-
tions as message routing and delivery. Hence, mes-
sages are delivered to the agents by using the so-
cial position of an agent, namely the role of an agent
within a group.

– localization function: within the AGR environment,
each agent is located by the roles played within
groups.

5 Experiment
This section presents an experiment of a MAS that has been
entirely built using the multi-environments approach. This
MAS is concerned with a social simulation derived from
the SugarScape system [2]. The simulated agents are lo-
cated in a spatial 2D grid that contains some resources. The
resources are consumed by the agents and regenerated after
a period of time. The agents can either move between the
cells of the grid or consume the available resources to aug-
ment their energy. When the energy of the agents reaches
zero these agents die.

Obviously, the simulation of such a system requires the
intervention of other meta-agents that manage the simula-
tion process and dynamically collect the information from
the simulated system at the runtime. Even if these agents
are considered at the meta-level for the SugarScape sys-
tem, they have to be considered as being part of the MAS
since they can change the dynamics of the whole system.
Among the meta-agents that are required for the simula-
tion, we have identified the following:

– the scheduler implements the dynamics of the simula-
tion process. For that, this entity delivers events to the
agents to steer the simulation process.

– the observer collects some information from the spa-
tial grid environment and displays it to the end user.

Figure 8: Agents and their environments in the application.

As presented in figure 8, several environments have been
identified in order to capture the different aspects of the
system. These environments are: (i) the AGR organiza-
tional environment,(ii) the MIC∗ environment, (iii) and the
SugarScape grid environment.
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The AGR organizational environment has been pre-
sented in section 4.2.4. This environment holds the sim-
ulated agents and the scheduler. In fact, a special group
named sugarscape is created: the scheduler plays the role
of scheduler within this group and the agents play the role
of simulation_agent.

The MIC∗ environment has been presented in section
4.2.2. This environment is used as an infrastructure and
holds all the agents and other environments. It is impor-
tant to notice that a specific interaction space is associated
to each aspect of the application domain. For instance, a
first interaction space is created to allow the observer to
communicate with the SugarScape spatial environment, a
second interaction space is created between the simulated
agents and the AGR organizational environment and a third
interaction space is created between the scheduler and the
AGR organizational environment.

Finally, the characterization of the SugarScape grid en-
vironment is given as follows:

– the ontology of this environment defines the follow-
ing concepts: location, cell, resource, consumption of
resource, and movement.

– the action means offered by this environment are rep-
resented by the movement actions and the consump-
tion of resources.

– the perception means offered by this environment are
represented by the location of the agents. In fact, ac-
cording to their location the agents can perceive the
available resources within their vicinity.

– the interaction functions defined by this environment
maps the resources to the locations of the agents.
The SugarScape grid environment calculates for each
agent what resources are available within its vicinity.

– localization function: each agent is located within this
environment by the cell that it occupies.

This system has been implemented and the outputs of
the observer agent are presented in figure 9. The process of
building such a MAS that merges several aspects such as:
the management of the dynamics of the simulated system,
the management of the simulation process and the visu-
alization and interpretation of simulation outputs, is made
clearer at both the design and implementation levels. This
is due to the separation of concerns and the modularity
brought by the multi-environments approach. Moreover,
each environment is concerned only with a specific aspect
and can be developed independently from other environ-
ments. To include an additional environment that models
another aspect of the application, one has only to describe
how this environment implements the agent-environment
relationship and to define the set of the deployed agents.
Existing environments have not to be redefined or modi-
fied.

6 Conclusion

In this paper we have challenged an implicit hypothesis of
MASs stating that the agents exist in a single, common and
shared environment.

In fact, an agent can be associated with several environ-
ments. Each environment captures a specific aspect of the
application domain. To reach this point, we have charac-
terized the agent-environment relationship by the follow-
ing: (i) ontology of the environment, (ii) perception means,
(iii) action means and (iv) interaction functions. Besides,
situated environments define another feature which is the
localization function.

Once, the agent-environment relationship has been char-
acterized, it becomes conceivable to allow its multiple in-
stantiation. So, the agents can exist in several and inde-
pendent environments. We have also seen that the agent-
environment relationship has to be distinguished from the
means which are used by an agent to access its environ-
ments. In fact, an agent can exist in an environment A and
use an environment B as a communication medium to ac-
cess A. This is typically the schema that is generally used to
access an application level environment using an infrastruc-
ture environment. Still, all these types of environments are
captured uniformly using the proposed characterization.

From an engineering point of view, the multi-
environments approach brings the necessary modularity
and separation of concerns to build MASs that address
multi-aspects problems and domains. This has been shown
for instance by the SugarScape simulation where several
aspects of the application have to be considered. If the de-
sign models and the implementation of such a system do
not explicitly reflect all these aspects then some parts of the
system would have been implemented in an ad hoc man-
ner. Consequently, it would be impossible to capture the
dynamics of the whole MAS. For instance, if the infras-
tructure was ignored in the presented system, then some
behaviors of the global MAS would be neither explained
nor understood. For instance, the infrastructure, as an en-
vironment, acts actively and influences the dynamics of
the entire MAS. As illustrated by the example, the multi-
environment approach to build MASs can bring an appre-
ciable flexibility within MASs to address complex domains
of applications that are not reducible to only one aspect.

As highlighted by D. Weyns and T. Holvoet in this vol-
ume [17], the engineering of environments for MASs is still
in its infancy and further investigations have to be done
considering the environment as a first order abstraction.
Concerning the multi-environments approach proposed in
this paper, an important research track will be to establish
a classification of agent-environment relationships with re-
spect to the five points which have been identified, enabling
reusability of agent-environment relationship classes both
at the conceptual level and implementation level. For in-
stance, environments that exploit pheromone infrastruc-
tures may be considered as a particular instance of the
physical environment class. So, one of the primary objec-
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Figure 9: The outputs of the observer during the simulation process.

tives of our future work is to establish a hierarchy of classes
for each part of the agent-environment relationship. Such a
taxonomy is necessary developing a clearer understanding
of what is really beyond the notion of “environments for
MASs”.
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