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CONTRIBUTION

Data transfer and storage mechanisms are the major challenge in application specific parallel architecture design and their optimization is needed to
achieve high performance and efliciency. We propose a method to take them into account in the early phase of architecture design.
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FORMAL PROBLEM STATEMENT

X is a tuple of data blocks classified as X;,, Xout, {2; : ©; € Xour}. Due to the chosen execution
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DESIGN SPACE EXPLORATION RESULTS: HYDROPHONE MONITORING
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The design space contains 54 fusions and 2 are selected. The exploration lasts 3 seconds.
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