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Abstract
Synonymy is a pivot relation in NLP but remains problematic. Putting forward, we introduce the notion of relative synonymy, to circumvent some difficulties among which possible polysemy and contextual interpretation. In the framework of conceptual vectors, it is then possible to formalize test functions for synonymy and to experiment their use in thematic analysis that will help text classification.

1 Introduction
Synonymy is, with hyperonymy, one of the most useful lexical functions in Natural Language Processing (NLP) (Sparck Jones, 1986). Whereas synonymy is generally provided through linguistic or ontologic expertise (e.g. Wordnet based works such as (Hearst, 1998)), few systems try to recognize synonymy in context (Gwei and all., 1987). Nevertheless, synonymy is a studied relation in NLP since it has demonstrated its usefulness in:

• creating machine readable dictionaries that help disambiguation (Milne, 1986);

• performing an information retrieval more sophisticated than a character string pattern retrieval (Salton, 1968);

• avoiding the multiplication of concepts in knowledge bases (the same concept would be associated to a list of synonyms (Schank, 1973));

• suggesting a good stylistic quality in text generation.

Synonymy is supposed to have the good properties of a semantic equivalence relation between terms\(^1\). If this property is to be transferred to the formal side, synonymy should be reflexive, symmetric and transitive. Unfortunately these properties are seldom verified, as we will discuss it later.

In this article, we deal with the problems arising from the transposition of synonymy, as a linguistic function, to its detection and measure in a NLP system. This brings us to define, along with other researchers (such as Gwei and Foxley) different types of synomy, that we have sketched in a broad fashion in a previous work. In this communication, we focus on the concept of relative synonymy, which we show as a good way to avoid blind choice between possible synonyms of a polysemous word. We then propose an overview of ideas and processes related to the formalism of conceptual vectors (Salton, 1968); (Salton and MacGill, 1983), on which we have built all our framework. We finally describe the test functions that measure semantic closeness and relative synonymy, and we discuss the benefits of the latter.

2 Synonymy in a nutshell

2.1 Synonymy and formal properties

One of the first known inconvenience of synonymy, as a relation between terms, is that it does not necessarily verify transitivity (Lewis, 1952). For instance, "(to) run" and "(to) walk

\(^{1}\) a term is represented by a word or an expression having the status of a lexical entry in a dictionary
fast', '(to) run' and  '(to) perform', are synonymous by pairs such that '(to) walk fast' and '(to) perform' are not synonymous. Examples are numerous but we chose here the concept of sorting\(^2\) because, as we have mainly worked on French (presently, we are transferring our system to English for the needs of automatic translation assistance), we have tested verbal synonymy with some very polysemic verbs such as  '(to) sort (out)'. Fortunately, we have almost exactly the same type of polysemy for this verb in both French and English. This will help explaining the problem and housing information for the forthcoming translation system. Practically, many concepts are invoked by sorting

- **classifying** such as in  ['sort out a list of fifty elements by ascending order']
- **selecting** such as in  ['sort out stamps for a collection']
- **separating** such as in  ['sort clothes between clean and dirty']
- **mending** such as in  ['sort one's bike']
- **solving** such as in  ['sort out a problem']
- **understanding** such as in  ['sort out what happened this morning']
- **punishing** such as in  ['sort somebody out']

English and French share the first three concepts as related to the verbal form  '(to) sort (out)'. This multiplicity shows that if sorting is synonymous to any of the related concepts, the later are not equivalent to each others. (Fischer, 1973) asserts that synonymy is at best a tolerance relation\(^3\).

The second disadvantage of synonymy is that it could be, at least partially, confused with

\(^2\)We represent the lexical entries by 'entry', corresponding to words and expressions in the dictionary, and the concepts by 'concept'. In general, when a concept is also represented by a verb, the conceptual form is 'verb-ing'.

\(^3\)A tolerance relation could be symmetric and reflexive but not transitive. There are several levels of tolerance, according to the verified properties.


hyperonym\(^4\). For instance,  '(to) parcel' could be replaced by  '(to) divide up' although it is a hyponym, specialised in usage about land division.  '(to) divide up' is in turn a hyponym of  '(to) cut' which in turn could mean as well  '(to) remove' in  ['cutting a piece of bread'] as  '(to) split' in  ['cutting the wood for fire']. This misfit shows a weakness in the symmetry of the relation and thus tempers its status as a (strong) tolerance relation. Hyperonymy is not a symmetrical relation and a hyperonym playing out the role of a synonym transfers the constraints of its original function. On the opposite side, we will also note that a polysemous term may have several hyperonyms coming out of different branches of the conceptual representation. Last, two hyperonyms of a given terms are not necessarily synonyms. For instance,  '(knifing' and  '(shooting' are hyperonyms of  '(murdering' and they are not synonymous since they pinpoint at the use of a different weapon.

This brings us to define synonymy as the ability for two terms, to share the most important number of semantic features or to have the widest possible basis in common. This definition leads naturally to a large family of possible neighbours. It is thus important to define those among the possible synonymy relations which will present the most robust features for applications such as indexation and information retrieval in a corpus.

### 2.2 Relative Synonymy

To circumvent the untranslitivity of synonymy, a notion of relative synonymy has been defined that is built upon the following principle: two terms may be synonymous according to the central idea (or topic) developed in a third term, or by one of them (Lafourcade and Prince, 2001). The related approaches to relative synonymy could be seen in Sabahi's near synonymy (Sabahi, 1984) in a context of semantic networks, and Gwe and Foxley's contextual synonymy in text analysis. Thus  '(to)
sort (out) and 'to select' are synonymous with respect to the discriminant concept of select- ing, whereas 'to sort (out)' and 'to classify' are synonymous with respect to classifying. With a third term, it may function in the same way. The concept classifying, helps relating 'to sort (out)' and 'to organise', 'to sort (out)' and 'to put in order'. All the items that are synonymous with respect to a same third one (which could be one of them) are synonymous by pairs. Thus, the synonymy relative to a third is a transitive function. For instance 'to choose' and 'to select' are synonymous with respect to selecting, therefore, 'to sort (out)' and 'to choose' are also synonymous with respect to selecting. The benefit of such a relation is that it then becomes an equivalence relationship (a formal demonstration of this is given in (Prince, 1991)) thus restoring to synonymy all its deductive features.

3 Conceptual Vectors

We focus on meaning representation in NLP and its application to thematic analysis and information retrieval. Thus we have chosen to represent the thematic aspects of segments of text (such as documents, paragraphs, phrases and so forth) in the shape of conceptual vectors such as in (Lafourcade and Sandford, 1999). This approach originates from the works of (Chauché, 1990) through the use of a predetermined set of concepts out of the French Thesaurus (Larousse, 2001). The same idea has been exploited in (Gwei, 1984), (Gwei and all., 1987) and the Roget thesaurus for English. The formalism is issued from the vectorial model defined in Salton’s work, namely in (Salton and MacGill, 1983), and from the LSI model (Deerwester and all., 1990) in which the interdependence of concepts is recognized and employed. However, the originality of our approach reposes on the fact that we use a morphosyntactic parsing of texts to extract vectors instead of a keyword surface analysis as presented in (Salton, 1988). The morphosyntactic parsing generates structural analysis trees, the geometry of which is one of the parameters of our vectorial calculus. Generally speaking, the documents are processed independently, unlike LSI, and we focus on lexical selection in context. When comparing with (Resnik, 1995), our approach differs with respect to the exclusive usage of taxonomies.

We rapidly present the main mathematical properties conceptual vector model that we use in the next section. From a paradigmatic point of view, this model operates as the projection (in the scope of a well-known mathematical model) of the linguistic notion of semantic field.

3.1 Basic assumptions

The main assumptions grounding our approach are the following:

• (assumption 1) Since linguists have organized the conceptual framework for language in thesauri (i.e. Larousse for French, Roget for English), we rely upon the conceptual hierarchy provided for each language as the generating family of conceptual vectors.

• (assumption 2) For French, Larousse has enumerated 873 concepts, organized in a tree with 4 levels of abstraction (the Roget proposes around 1000 concepts, however, many of the exceeding concepts belong to religious descriptions that are absent in French). Thus the dimension of the generated vector space is 873, although the vectors representing these concepts do not form a free space (in fact, the “real” dimension could be smaller). But as we have no way to define a real basis for the vector space, we will restrain our ambition to a space with a generator.

• (assumption 3) We assume that every term, and thus every segment, has a projection in this vector space, and could be represented by a linear combination of vectors.

• (assumption 4) Every vector generated in the vector space represents a meaning,
whether this meaning is embodied in a term or a segment (assumption 3) or not.

In fact, the largest $\mathcal{C}$ is, the finer would be all meaning descriptions offered by vectors, but the heavier would be their computational handling. Building a conceptual lexicon (the set of (term, morphological variables, vector) triplets) is automatically performed from definition corpora (Lafourcade, 2001)). At the present moment (when writing this article) the French definition corpus corresponds to 160000 definitions associated to 60000 lexical entries (unflexed) (about 27000 monosemous words and 33000 polysemous words. For the latter, the average number of definitions, some of them possibly redundant, is about 4.54). This amounts to around 2 GigaBytes of text.

3.2 Basic Principles and Properties

Let $\mathcal{C}$ be a finite set of $n$ concepts. A conceptual vector $V$ is a linear combination of the $c_i$ elements of $\mathcal{C}$. (assumption 3). For a meaning $A$, the vector $V_A$ is the description (in extension) of those concepts $\mathcal{C}$ activated to represent $A$. For instance, the meanings of ‘(to classify)’ and of ‘(to cut)’ have been projected on the following concepts, with an intensity calculated on the different text analysis structural trees. The presentation we give is by pairs concept[intensity] ordered by decreasing intensity:

\[ V_{\text{classify}} = \{ \text{change}[0.84], \text{variation}[0.82], \text{evolution}[0.82], \text{order}[0.77], \text{situation}[0.76], \text{structure}[0.76], \text{rank}[0.76] \} \]

\[ V_{\text{cut}} = \{ \text{play}[0.8], \text{liquid}[0.8], \text{cross}[0.79], \text{part}[0.78], \text{mixing}[0.78], \text{fraction}[0.75], \text{suffering}[0.75], \text{wound}[0.75], \text{drink}[0.74] \} \]

The intensity calculus is made through a learning process presented in (Lafourcade, 2001). It is obvious that, for dense vectors (i.e., vectors with very few null components), the enumeration of activated concepts is very quickly tedious and especially difficult to evaluate. We will prefer to select thematically close terms. For instance the terms close to ‘(to classify)’ and ‘(to cut)’, ordered by decreasing thematic distance are:

‘(to classify)’ : ‘(to sort (out))’, ‘(to catalog)’, ‘(to select)’, ‘(to put in order)’, ‘(to distribute)’, ‘(to group)’, ‘(to dispatch)’, ‘(to align)’, ‘(to arrange)’, ‘(to clean)’, ‘(to distribute)’, ‘(to discriminate)’, ‘(to adjust)’…

‘(to cut)’ : ‘(to scissor)’, ‘(to slice thinly)’, ‘(to saw)’, ‘(to cut up)’, ‘(to trim)’, ‘(to clip)’, ‘(to intersperse)’, ‘(to break)’, ‘(to mutilate)’, ‘(to plough)’, ‘(to geld)’, ‘(to wring)’, ‘(to mangle)’, ‘(to tear)’, ‘(to decimate)’…

The thematically close vectors are those which have a small angular distance, a notion that is defined in the next subsection.

3.3 Angular Distance

Angular distance is the mean of semantic closeness of two vectors and thus can be viewed as the semantic proximity the terms represented by these vectors. Let $Sim(X,Y)$ be the measure of similarity between two vectors, usually employed in information retrieval, defined according to the formula (1) defined hereafter (with “.” as the scalar product). We assume here that the vector components are always positive or null (it is not necessarily true). We define an angular distance function $D_A$ between two vectors $X$ and $Y$ according to formula (2).

\[ Sim(X,Y) = \cos(X,Y) = \frac{X \cdot Y}{\|X\| \times \|Y\|} \]  

\[ D_A(X,Y) = \arccos(Sim(X,Y)) \]  

Intuitively this function plays the role of an evaluation of thematic closeness. Practically, it is the measure of the angle between the two vectors. Generally speaking, we will consider that for a distance $D_A(X,Y) \leq \pi/4$ rad (around 22.5°), $X$ and $Y$ are semantically close, and share some concepts. When $D_A(X,Y) \geq \pi/4$, the semantic closeness of $A$ and $B$ will be considered weak. Around $\pi/2$ (angle = 90°), the meanings are unrelated. Synonymy, in its broader sense is included in thematic closeness, however it demands concordance in morphosyntactic categories. The opposite is, of course, not true. Thematic distance is a true distance, unlike the measure of similarity, and it verifies the needed properties of reflexivity (3), symmetry (4) and triangular inequality (5):
Table 1: Angular distances between possible synonyms of ‘(to) sort (out)’:

<table>
<thead>
<tr>
<th>$D_A(X, Y)$</th>
<th>sort</th>
<th>classify</th>
<th>choose</th>
<th>hierarchize</th>
<th>dispatch</th>
<th>file</th>
<th>distribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_A(X, X)$</td>
<td>0</td>
<td>0.517</td>
<td>0.662 $d_1$</td>
<td>0.611 $d_2$</td>
<td>0.551</td>
<td>0.441</td>
<td>0.462</td>
</tr>
<tr>
<td>$D_A(X, Y)$</td>
<td>0</td>
<td>0.629</td>
<td>0.6</td>
<td>0.523</td>
<td>0.409 $d_4$</td>
<td>0.444</td>
<td></td>
</tr>
<tr>
<td>$D_A(X, Y)$</td>
<td>0</td>
<td>0.848 $d_3$</td>
<td>0.777</td>
<td>0.796</td>
<td>0.758</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_A(X, Y) + D_A(Y, Z)$</td>
<td>0</td>
<td>0.471</td>
<td>0.819</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_A(Y, Z)$</td>
<td>0</td>
<td>0.36</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_A(Z, X)$</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

By definition $D_A(\bar{0}, \bar{0}) = 0$ and $D_A(X, \bar{0}) = \pi/2$ with $\bar{0}$ representing the null vector\(^5\). We consider, in a generalising fashion, the extension of the image domain of $D_A$ to $[0, \pi]$ in order to compare vectors with negative values on some components. This generalization does not modify the properties of $D_A$. We also note that angular distance is unsensitive to vector norming ($\alpha$ and $\beta$ being scalars):

$D_A(\alpha X, \beta Y) = D_A(X, Y)$ with $\alpha \beta > 0$  
$D_A(\alpha X, \beta Y) = \pi - D_A(X, Y)$ with $\alpha \beta < 0$  

For instance\(^6\), in table 1, we present the angular distances (in rads) between vectors representing several terms. The table is symmetrical ($D_A$ being symmetric) and the diagonal is always equal to 0 ($D_A$ being reflexive). Let us mention that a value is meaningful relatively to another. For instance, it is satisfying to have, in the table:

1. a) $d_1 \leq d_2 \leq d_3$ matching the fact that ‘(to) sort (out)’ and ‘(to) classify’ on one hand, and ‘(to) sort (out)’ and ‘(to) select’ on the other, are “more synonymous” than ‘(to) classify’ and ‘(to) choose’.

2. b) $d_4$ is the smallest value of $D_A((to) classify, Y)$ because the concepts classifying and dispatching are relatively close. Moreover, ‘(to) classify’ is also synonymous (hierarchizing, assembling and filing) and only classifying is present in the table.

3.4 Vectors Operators

Vector Sum. Let $X$ and $Y$ be two vectors, we define their normed sum $V$ as:

$$V = X \oplus Y \quad \quad v_i = (x_i + y_i)/\|V\|$$

This operator is idempotent and we have $X \oplus X = X$. The null vector $\bar{0}$ is by definition the neutral element of the vector sum. Thus, we write down that $\bar{0} \oplus \bar{0} = \bar{0}$. We then derive by deduction (without demonstration) the closeness properties associated to this operator (both local and general closeness).

$$D_A(X \oplus X, Y \oplus X) = D_A(X, Y) \leq D_A(X, Y)$$

Vector Subtraction. Let $X$ and $Y$ be two distinct vectors. We define $V$ as their normed difference as following:

$$V = X \ominus Y \quad \quad v_i = (x_i - y_i)/\|V\|$$

This operator is not idempotent and we have, by definition : $V = X \ominus X = \bar{0}$. Let us notice that, in general, the $v_i$ values may be

\(^5\)The null vector obviously corresponds to no word of any language. It is an idea that activates... no concept! It is a necessary fiction that plays the role of the mathematical neutral for vector addition.

\(^6\)all the examples of this articles are extracted from our French knowledge source and manually translated for the moment.
negative, and that the distance function has its image over $[0, \pi]$.

**Normed Term to Term Product.** Let $X$ and $Y$ be two vectors, we define $V$ as their normed term to term product:

$$ V = X \otimes Y \quad | \quad v_i = \sqrt{x_i y_i} \quad (12) $$

This operator is idempotent and $\emptyset$ is absorbant.

$$ V = X \otimes Y = Y \quad V = X \otimes \emptyset = \emptyset \quad (13) $$

**Contextualisation.** When two terms are in presence of each other, some of the meanings of each of them are thus selected by the presence of the other, acting as a context. This phenomenon is called **contextualisation**. It consists in emphasizing common features of every meaning. For operational goals, we also define the opposite function named **anti-contextualisation**. Let $X$ and $Y$ be two vectors, we define $\Gamma(X,Y)$ (resp. $\overline{\Gamma}(X,Y)$) as the contextualisation (resp. the anti-contextualisation) of $X$ by $Y$ as:

$$ \Gamma(X,Y) = X \oplus (X \otimes Y) \quad (14) $$

$$ \overline{\Gamma}(X,Y) = X \oplus (X \otimes Y) \quad (15) $$

These functions are not symmetrical. The operator $\Gamma$ is idempotent ($\Gamma(X,X) = X$) and the null vector is the neutral element, ($\Gamma(X,\emptyset) = X \oplus \emptyset = X$). The operator $\overline{\Gamma}$ is nullpotent ($\overline{\Gamma}(X,X) = X \oplus X = \emptyset$) and $\emptyset$ is also a neutral element. We will notice, without demonstration, that we have thus the following properties of **closeness** and of **farness**:

$$ D_d(\Gamma(X,Y),\Gamma(Y,Y)) \leq \{D_d(X,\Gamma(Y,Y)),D_d(\Gamma(X,Y),Y)\} \leq D_d(X,Y) \quad (16) $$

$$ D_d(\overline{\Gamma}(X,Y),\overline{\Gamma}(Y,Y)) \geq \{D_d(X,\overline{\Gamma}(Y,Y)),D_d(\overline{\Gamma}(X,Y),Y)\} \geq D_d(X,Y) \quad (17) $$

The function $\Gamma(X,Y)$ brings the vector $X$ closer to $Y$ proportionally to their intersection. $\overline{\Gamma}(X,Y)$ proceeds symmetrically.

### 3.5 Examples

In table 2, we have, in the upper part, the reminding of the angular distance values (a) $D_A(\Gamma(X,Y),\Gamma(Y,X))$ and in the lower part the values of (b) $D_A(\overline{\Gamma}(X,Y),\overline{\Gamma}(Y,X))$. The interpretation corresponds exactly to the one presented hereabove, that is, testing the thematic closeness of two meanings ($A$ and $B$), each one enhanced with what it has in common with a third ($C$).

### 4 Relative Synonymy

We define the **relative synonymy** function $Syn_R$, between three vectors $A$, $B$ and $C$, the later playing the role of a pivot, as:

$$ Syn_R(A,B,C) = D_d(\Gamma(A,C),\Gamma(B,C)) = D_d(A \oplus (A \otimes C), B \oplus (B \otimes C)) \quad (18) $$

The interpretation corresponds exactly to the one presented thereabove, that is, testing the thematic closeness of two meanings ($A$ and $B$), each one enhanced with what it has in common with a third ($C$).

### 4.1 Properties

We verify the three theoretical properties of an equivalence relationship, as we claimed to obtain with relative synonymy as such:

1. $Syn_R(A,A,C) = 0$
   Reflexivity is inherited from angular distance $D_A$.
2. $Syn_R(A,B,C) = Syn_R(B,A,C)$
   Symmetry of the two first arguments (those which are compared) comes also out of angular distance.
   This is an inheritance of triangular inequality of $D_A$. It represents a **pseudo-transitivity** for relative synonymy. It indicates that the distance between $A$ and $C/E$ is at worst equal to the sum of the measures of synonymy between $A$ and $B/E$ on one hand, and $B$ and $C/E$ on the other hand.
Table 2: Contextualized (up) and anti-contextualized (down) angular distances between possible synonyms of ‘(to) sort (out)’.

4. $\text{Syn}_R(A, B, 0) = D_A(A \oplus \bar{0}, B \oplus \bar{0}) = D_A(A, B)$
   The null vector $\bar{0}$ makes relative synonymy collapse with angular distance.

5. $\text{Syn}_R(A, B, C) \leq D_A(A, B)$
   By inheritance of the closeness of $D_A$, whatever the point of view is, relative synonymy can but bring $A$ and $B$ closer to each other.

4.2 Examples

In Table 3, we have, in the upper part, the reminding of the angular distance values (a) $D_A(X, Y)$ and in the lower part, the values of synonymy of every item measured relatively to the context (i.e. (to) sort (out)) (b) $\text{Syn}_R(X, Y, \text{sort})$. We see here the effect of polysemy. For instance, we have:

- $\text{Syn}_R(\text{file}, \text{classify}, \text{sort (out)})$ weighing 0.283, which indicates a strong relative synonymy of ‘(to) file’ and ‘(to) classify’ with respect to ‘(to) sort (out)’, whereas the corresponding angular distance (0.409) did not hint at so strongly. And reciprocally, $\text{Syn}_R(\text{choose}, \text{classify}, \text{sort (out)})$ weighs 0.636. This tends to show that ‘(to) choose’ and ‘(to) classify’ are not synonymous with respect to ‘(to) sort (out)’, although they are both possible synonyms of ‘(to) sort (out)’.

Relative synonymy looks like a good clue for polysemy: ‘(to) choose’ and ‘(to) hierarchize’ belong, in most of their features, to two distinct semantic “areas”.

5 Conclusion

The study we have conducted about synonymy in lexical knowledge sources has shown that: 1) In a global modelling, such as conceptual vectors space, where the input is words invoking ideas and not concepts combining into words, synonymy has properties that could be expressed in terms of measure. 2) To make a synonymy measure get close to the good mathematical properties of equivalence or quasi-equivalence relationships that we hope to obtain, we have been driven to formalize a particular type of synonymy, called relative synonymy.

The latter enhances grouping of terms, quasi-equivalent, with respect to a given topic (called a context). In a broader work, we also defined another type of synonymy, called subjective synonymy, whose goal is to track down some properties that could be discriminant in addressing hypernymy. Whereas the latter appears obvious when given through human expertise in domain ontologies, in the way concept → word, it is much more difficult to assert in the opposite direction, word → concept. Relative synonymy and, we hope, other lexical functions such as antonymy, will help us building a fundamental functional structure that will enrich both knowledge sources and thematic text analysis.
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<thead>
<tr>
<th>b/a</th>
<th>sort</th>
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Table 3: Angular distance (up) and Relative synony (down) between ‘(to) sort (out)’ and some other verbs


