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Abstract

Machine Translation (MT) systemsand
Translation Aids(TA) aiming at cost-
effective high quality final translatiorare
not yet usable by small firmslepartments
and individuals, and handle ordyfew lan-
guages and language pairs. This is due to a
variety of reasons, some of them rfog-
guently mentioned. But commerciatech-
nical and cultural reasons make it mandato-
ry to find ways to democratizeMT and
TA. This goal could be attained by: (1) gi-
ving users, free otharge,TA client tools
and serverresourcesn exchangefor the
permission to store and refine on the server
linguistic resourcegproducedwhile using
TA; (2) establishing a synerghetween
MT andTA, in particular by using them
jointly in translation projectsvheretrans-
lators codevelopthe lexicalresourcesspe-
cific to MT; (3) renouncing thellusion of
fully automatic general purpose high quali-
ty MT (FAHQMT) and go for semi-
automaticity (SAHQMT),whereuser par-
ticipation, made possible byecenttechni-
cal network-orientedadvancesjs used to
solve ambiguities otherwise computation-
nally unsolvabledueto the impossibility,
untractability or cost ofccessinghe ne-
cessaryknowledge;(4) adoptinga hybrid
(symbolic & numerical) and "pivot" ap-
proachfor MT, where pivot lexemesare
UNL or UNL inspiredEnglish-orientedde-
notations of (sets of) interlinguahccep-
tions orword/termsensesandthe restof
the representatiorof utterancesis either
fully abstractandinterlingual as in UNL,
or, less ambitiously but monealistically,
obtainedby addingto an abstractEnglish
multilevel structurefeaturesunderspecified
in English but essential for othéangua-
ges, including minority languages.
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Introduction

Why speak aboutemocratizingMachine Translation
(MT) and Translation Aid¢TA) when so many MT sys-
tems and computerized lexicons are availalffethe shelf
at cheap prices? Because what is on the markeleguate
for "MT for watchers",or "informative MT" (see[8] for
this terminology), or"dictionary aids", butinadequate
when it comes to quality MT output or realdfficient
TA, necessarily based on large translation memories.

More preciselyMachine Translation (MT) systemsnd
Translation Aids (TA) aiming at cost-effectivggh quali-
ty final translationare not yet usable by small firms,
departmentandindividuals,and handleonly a few lan-
guages and language pairs.

This is dueto a variety of reasons, some of them not
frequentlymentioned, whictare briefly analyzedin sec-
tion 1, in whichwe alsodetail reasondor democratizing
MT and TA. The following sections (2—4) explain in
more detail the methods weopose to combine to attain
this goal.

1 Why quality MT and TA are only for
niches and rich users

1.1 Machine Translation (MT)

Quality MT is almostalwaysequatedwith fully automa-
tic high quality MT (FAHQMT). But the 1asb0 yearsof

R&D in FAHQMT have amplydemonstratedhat it is

only possible inrestrictedtypologies of texts(domain,
grammaticalconstructions & semantiinterpretations),
and cost-efficientif the volume is verylarge (between5

and 10 million words)

A model of the situation could be thgentative)formula:
« Coverage * Quality = K » for a certain K which
maximum depends on the MT technology uaadwhich
real value is determinedby the level of "elbowgrease”
(humansweat)investedin the linguistic knowledgeand
practical know-how encoded the system,as well as by
the suitability ofthe task to thissuboptimizationappro-
ach [23] of "MT for translators". For examplagcording
to J. Chandioux,weatherbulletins are suitable for MT

1 Think of the difficulty to translate "MTand TA" by
"TA et MT" in French— because possibly, "Machine
Translation" = "Traduction Automatique" and "Translation
Aids" = "Machines pour Traducteurs" !



[15] (andnot really for TA), butweatheralerts are not
(and can be handled by TA).

As a result, the primary users of FAHQMAre almost
always specialized posteditors, compeianboth langua-
gesandin the domain,and employedby large and rich
organizations.

A further obstacle to the widevailability of quality MT
is the proprietary policy of MT vendors, who allousers
to modify thelingware only by adding items to user
dictionariesand modifying the list and priorities of the
dictionaries.

This is too bad, becausdurther significant improvement
could be obtained their clients, companies asrganiza-
tions, could employ specialists to improve tHetailsof
all dictionariesand to tailor the rest of thelingware
(grammar, heuristics, semantic restrictiamgl interpreta-
tions) to the typologyat hand.Anotheradvantages that
clients could then keep their texdadterminology confi-
dential.

Simple dictionary tools are not as effective as MBTA, but
can be quite useful. Unfortunately, theyare also quite
expensive, and despite that never complete and up-to-date.

It was a surprise to learn from a young professidrzadls-
lator running a 3 person company that tteapestand
most useful translatioraid for them wasSystran, the
result of which they do not postedit, but only consult as a
quick, context-sensitivdictionaryaid, often moraup-to-
date than heavy on-linterminologicaldatabases. Rough
translation cannot beost-efficiently revised as quality

raw translation, but it is cheap, and useful in other ways.

As a result, theprimary users of quality MBT Avroducts
are again almost always specialists, transladmbposte-
ditors, competent in botlanguagesand in the domain,
and employed by large and rich organizations.

1.3 Why "democratize" quality MT & TA?

One could claim that there is no need to change that situa-
tion. But commercial, technical and cultural reasorake

This would be a better and practical marketing strategy, adt mandatory to find ways to democratize MT and TA.

exemplifiedby the caseof expertsystems,which have
been deployed successfullyatarge number of sitesand
are served by in-house specialists.

1.2 Translation Aids (TA)

To be cost-effective quality TA must bebasedon large
translation memorieandusedby professionals working
on large translation tasks presenting a high repetition
rate. A typical case is that sliccessiverersions oftech-
nical documents.

First, the needfor producing large quantities of high-
quality translations in many professional conteids
dramatically increasing,due to internationalizationand
global communication facilities. But there are mwotough
professional translation offices, so thiadividual profes-
sional translatorstetiredtranslatorsand bilingual profes-
sional and perhapsalso occasionaltranslators, have to
take careof a possibly large part of the task. Also, the
SMEs do moreandmore export, butare neither niches
nor rich users.

However, that is not enough_ To match an input fragmentSECOﬂd,there are many situations where individuals or

on a translation memory, theurrentTA systemsdepend

small groups reallyneedto write in their ownlanguage

on the specific format of the memory. If the documents to and get quality translations in Englisind possibly other

be translatedcome in alargevariety of formatsand the
translation delay is very short, memory-based TA
(MBTA) systems become unusable.

For that reason, Hewle®Rackard Grenoble localization
center, which routinely translatasd prints a 200pages
documentfrom English into about 30languagesin 2
weeks, has abandoned the iteause MBTAafter having
tried all commercial products.

Another obstacléo the use of MBTA is the complexity
of the productsand the pricing policies. A youndree-
lanceprofessional translat@imply cannot buy the full
versions ofcurrentquality TA products (including the
aligner, the task scheduler atige terminologyextractor).
Even if s/he couldinstalling the productmay be night-
maristf. Running it can be as bafio find a cheap, sim-
ple and powerful TA product is still a dream.

2 That is true even iprofessional computer scientisi®
available. We have somebad memories ofinstalling
Eurolang Optimizeandthe mandatorySQL serveron a
Windows-NT PC. Offering a set of tools likeXerox
Multilingual Suite also calls for thassistanc®f a sys-
tem programmer. Integratiand simplicity are still on
demand.

languages. This is theaseof almost all scientistdfor
which English is a second language, fadito find it very
difficult or impossibleto write directly in English effi-
ciently. Another example is the writing of proposals to
answerEuropeancalls for projects: while the callgre
translatedby the translatiorservicesof the EU, theans-
wers may theoretically be written in any officiahguage
of the EU. Inpractice,however, theyare not translated
into the language(spf the reviewers,so that peopldeel
obligedto translate them ifEnglish, which, considering
the allottedtime andthe size of the proposals, puts non
English native speakers at a decided disadvantage.

Third, multilingual private contextsare also quickly
increasingwith the Internetrevolution. Classroomsare
paired between schools of various countries, famgdezsl
their chidrenabroadto learna foreignlanguageand want
to communicate with the host parents, etc.

Fourth, the number of languages to handle is on the rise,
for economical, culturahnd political reasons. It is not
possible any more tdimit MT and TA to the 4 or 5
biggerlanguage®f the EU plusRussian,Japanesand
Chinese. The public does not want get thedocumenta-
tion of videorecorders in English, or so badly translated
their languagethat they become ununderstandablend
sometimesdangerousAll languages, be they rictor



poor, heavy or light in terms afurrentindustrialtransla-
tion load, large or small wrt the number of thgjreakers,
simply have to be given access to modern technology.

1.4 Outline of how to democratize MT and TA

This goal could be attained by:

1. promoting a"generalizedlexical contribution" by
exchangingfree tools with resourcescreated by
users,

2. developing a synergy between MT and Tt only
by including calls to MT in TA products, but hop-
developingparts of the MTand TA linguistic re-
sources,

tracts from the fTA file thelictionary modificationsdone
by the user, and prepares them to be reuigethe mana-
ger of the lexical resources theserversite. It also puts
the alignedfragmentsfoundin the fTA in the formatof

the translation memory, so that tiheanagerof the tex-

tual resourcegan screenthem beforedecidingto include
them in the translation memory or not.

As no full documentsbut only termsandfragments,are
kept on the server, there should be no problemsoofi-
dentiality or copyright. The user would explicitly have to
waive the intellectual property rights on the lexical in-
formation addedor modified beforebeing allowed to run
the cTA.

3. extending the set of MT primary users to the authors2 Synergy between MT and TA

of texts, byinvolving them ininteractive disambi-
guation in asemi-automati@pproachthe only one
realistic for getting high-quality outputs fromrbi-
trary inputs,

4. adopting a hybrid (symbolic & numerical) and
"pivot" approach for MT, the "pivotlexemes being
denoted by English inspired strinfig easeof deve-
lopment fordozensof "light" languagesn addition
to the few "heavy" languagesalreadyrich in tools
and resources.

The scenario oMethod 1 (Generalized_exical Contribu-
tion) is the following: as for Netscape, the clisoftware
is free. Anyone wanting to translate document(which
may be in a variety of possible formats suchVesrd,
Interleaf, PageMaker Excel, Eudora...) first downloads
and starts the client TAoftware(cTA). Then, s/hesends
the document to theerverTA software(sTA), alongside
with useful information (source format and language,
target languageslomainandclass of document, known
similar documentsif any...). The sSTA filters it into a
special fTA formausedby all TA componentsand pre-
processe# by: (a) lemmatizing it toretrievewords and
phraseswith their equivalentsin the targetlanguage(s),
(b) retrievingexactand approximatematches from the
translation memoryand (c) enriching the fTA file with
the information retrieved.

The sTA then sends back the preproce$$édfile to the

user, by e-mail opush. The user translates it, using the

bilingual or multilingual editor and dictionary manager
includedin the cTA. Using thedictionary manageris
more attractiveif, as in Eurolang Optimizer, theTA
contains the lemmatizer, so thatweord or phraseentered
in the dictionary becomesimmediately availablefor the

rest of the document. The editor automatically keeps the %T,:

or more versions oéachfragment(paragraphsentence,
phrase in a bulleted list) aligned.

When the job is finished, the ussendsthe translated
fTA file back to the server, tget the targeversion(s)in
the desiredforma®. The sTA appliesadequatefilters to
the fTA file to do that, and sends the resulting fitrahs-
lation(s) in finalformat(s)back to the user. It alsex-

3 It may be the input format canotherone, e.g., for
English-Japanes&Yord as inputand EgWord or IchiTa-
rou as output.

2.1 Motivations

Some MBTA products call an MT system when tHeyl
no match for asentencen their memory(Eurolang Op-
timizer+Logos, TM2+LMT). But thigposes problemsf
lexical incoherencebetweenthe TA and MT parts, of
quality, and of feasability.

Making TA and MT translation proposals lexicallgo-
herent implies, at least, that the TA dictionaries are put in
the MT userdictionaries.That is the firstdegreeof the
MT/TA synergy.

To really raise the quality of MT translation proposats,
also seems necessary that translators usingotiavelop
parts of the MT lexical resources, by entering satetai-
led syntacticand semantic information nousedby TA,
andthat a team of professional Mdeveloperswvork to
specializethe rest of the MT system (grammartsuris-
tics...) to the utterances for which MBTdoesnot work
well, hoping that they constitute sublanguagesuitable
for MT.

Is that feasible? Tepecializea quality MT system costs
about 30—50 man.years, while this cost can be amortized
on perhaps only 30% to 40% of theput. We outline a
possible solution below.

2.2 Specializing an MT system while translating
with TA

The classical way tdevelopanddeploy quality MT has
been adollows. A large (and rich) organizationhas to
producequality translations on krgescaleinto one or
more language. People icharge hear about MT, and
ake preliminary studies whicthow the potentiabene-
its of using quality MT.

They understand that it is not really possible to accanre
MT system off the shelf anddaptit to the task,because
the intrinsic quality limits of the technology of such
productsare too low. Spendinghundredsof hours on

tuning userdictionarieswill not improve the quality to

the required level.

However,they find that no adequatequality MT system
exists. An operation is therstartedto develop such a
system.In the mean time, translatiorere producedthe
old way. When the MT system igadyi,it is deployedto
replace the human raw translation phase.



In the case of METEO (Canadi&teteorologicalCenter),

initial developmenttook 1 yearto about 6researchers.
Packagingand improving the system to a reallgost-

efficient quality level cost about the same y8arsto 2

developers).But the systemcan only handle weather
bulletins, not weather situations or alerts.

In the caseof Caterpillar [28], thedevelopemengffort
started about 1990. fearsand5 M$ later, the MT sys-
tem wasreadyfor translating into Frencland Spanish,

but the 8 or 9 other target languages were still under way.

As a matter of fact, there are now very few potentsrs
of quality MT ready tanvest heavilyandto wait several
yearsto see the first returns on thenvestment.They
know that using MBTA (translation memoriesgngive

that time,replacethe 2 MT developersoming from the
MT vendorby 2 translators. Let the 2 cliemtevelopers
take careof the MT softwareandlingware,andlet the 8
translators continue to translate at 7@%dindex at 30%
(or less if the rate ofocabularyincreasedecreases)fter
30 months, the TA/MT combination (with 6 then 8
translators)will just have beatenthe pure TAapproach
with 10 translators.

We summarize this in the following 2 tableshere we
suppose that the MT system dslledonly on the 40%
giving no match. It ishoweverpossible to call it on the
parts giving approximate matches, and that its translation
proposals, which rely on fullinguistic analysis, are
better than the memory proposals. In such as case, returns
could be obtained in less than 30 months (2.5 years).

good returns veryquickly (after the first 800 or 1,000

pages have been processed). Tdmry ticket" forquality
MT has become morexpensivesince MBTA are availa-

ble. They also know that the quality MT systelslivered
is likely to be adequatdor only a part of the translation
task, so that they will have to install TAgnd probably
MBTA, to complement MT.

We propose to inverse these 2 stepdst, install a
MBTA system and begin to translate. In paraltityelop
the MT system,aiming specifically at the parts of the
texts not well handletdy translation memorpasedtech-
nigues. Todevelopit, use somesoftwareand lingware
specialists, half of them from the Mdeveloperteamand
half from the client. Usalso the translators a®develo-

pers of a lexicadatabase which will be the common
source of the TANdMT dictionaries.Finance thedeve-
lopment of the MT system by the castluctionobtained
afterthe MT system isdeployedand coupledto the TA

system.

Take the example of a translation task of 60,8@Mhdard
pages of 25@vordsto translate over 3 years. Thipre-
sents about 80,000 hours of work without TA. With a

MBTA system, supposing we get 20% exawtchesand
40% approximate matches, productivityirisreasedyy 2
(40,000 hours),becausethe 20% exact matches cost
nothing in human timeandthe 40% approximatemat-
ches cost only the postedition time, 1/4 of the previous
time, or 10%. The last 40%mo match) cost the sanas

h/p v %| Hyp.1 | Hyp. 2
Pages 10,000 60,000
Raw Human Trans|. 1lh 10,000 | 60,000
Revision 0.33 h 3,333 20,000
HT (hours) 1.33 h| 13,333| 80,000
Exact corresp. 20% 2,000 12,000
Approx. corresp. 40% | 4,000 24,000
Others 40% 4,000 24,000
Raw Human Trans|. 1h 4,000 24,000
Revision 0.33 h 2,667 16,000
TA (hours) 0.67 h| 6,667 | 40,000
Raw Human Trans|. 1h 0 0
Revision 0.33 h 2,667 16,000
TA/MT (hours) 0.27 h| 2,667 | 16,000
Months elapsed | 142.33 h 12 30
Pages/translator 214 0 6,405
(10 transl.+ TA) 2,135 | 25,620| 64,050
Pages by TA 149 1,793 0
6 translators at 70% 897 | 10,760 0
Pages by TA/MT 374 0 6,725
8 translators at 70% 2,989 0 53,802
Pages byTA/MT 10,760| 64,562

before.

We will compare two situations. In the first, a team of 10
translators use the MBTAndwork 100% of their time
on the translation job. In theecond,the team has the
same size, but is composed differently.

During the first year, it iscomposedof 4 softwareand
lingware developersandof 6 translators. Théranslators
spend70% of their time on the translation jolthereby
enriching the bilingual or multilingual term memomnd
the other 30% on indexing tHdR-orientedsyntacticand

In this scenario, MT vendors do not lose, on ¢batrary.
They codevelopthe first specializedversion, and avoid
from then on to support angbligation of results. That
will be the responsibilityof the clientdeveloperteams.
At the same time, MTvendorscan sell training, annex
tools, and maintenace of the purebftwarecomponents
(development environment, specialized languages...).

2.3 Integrated lexical architecture (TA + MT)

Translatorsare usually notlexicographersTo let them

semantic properties of these terms in the lexical data basendex MT-oriented propertiesin the dictionaries, one

After 12 monthsthe 6 translators will have spent about
7,000 hours on translatiomnd postedition, producing
10,760 pages, and it is nonreasonabléo suppose that
the first operational version of the MT system wlive
been developed, starting from an existing core vergion.

shouldlimit the sophisticationof the linguistic descrip-
tion, or at least organize the description of lexisadper-
ties at several levels. That has been succesgfalgby
Sharp for its DUET system: the basic system contains
relatively few semanti¢eaturesbut it is possible toadd
arbitrarily many domain-relatectodesin the dictionaries.



These codes are used indiredily the grammarg(through
operations on the names of the attributes havhege
codesas values), so that thgrammarscan remain the
same while the codes are changed.

To ensure lexical coherency betwddit and TA compo-
nents, the besfolution seems tocentralizelexical infor-
mation in a unique multilingual lexical data base
(MLDB), from which MT andTA active dictionariesare

We have saidhat METEOhandlesonly a veryrestricted
type of documents, the weather bulletins. Tryingattapt

it to the apparentlyvery similar texts ofweatheralerts
necessitateé hugeincreasein the dictionary size and
degraded quality far too much, and J. Chandioux eventual-
ly d:;velopeda TA environment for thasecondkind of
texts.

The best thattan be obtainedin the case of technical

extracted, either by a periodic global compilation step, or,manuals seems to be a revision time otd3.0 minutes

more attractively, in an incremental, on-demand way.

This ideaof multi-application MLDB has beestressed
by most recent projects on multilingual dictionaries.
However,it has beenmplementedonly partially. MT-

orientedMLDB have been built to basdependenbf a
particular MT systenf, but no MLDB integrating the
termsandinformationsnecessaryor MT (generalterms
as well asterminology, morpho-syntactic categories,
predicativeframes,syntactico-semantigalencies seman-
tic features,derivations,word senseidentifiers...) and

those useful for TA (definitions, examples of use...).

Building suchdatabases supposes a very opsaftware
organization[11, 30], which is delicatebut possible to
implement with currenttechniquesAnother reasonwhy

they donot really exist yet is perhaps that thewld only

be built in contextswhereTA andMT techniqueswvould

be tightly integrated, as in the above scenario.

Note again that, for such scenarioto succeedthe MT
provider should adopt ampen, not proprietary, policyf
that is impossible foprivate companies, publicljunded
MT groups should play that role.

3 Interaction with authors in a SAFQMT
approach
3.1 Limits of automatic disambiguation

One very important aspect of quality MiEmocratization
is to build veryhigh quality practicalmultitargettransla-

per page, or, irour numericalapproximation, something
like a 55 to 70%"quality”. A more intuitive grading
would be “just good enough” to“quite good”. Trying to
apply MT for watchersor MT for revisorstechniquego
very varied texts alwayleadsto such a poor quality that
revision is far too costly, or even impossible (the revisors
prefer to translate again from scratch).

3.2 Complementarity of automatic and interac-
tive disambiguation

3.2.1 Objective and time limits for interac-
tive disambiguation

When we speak of usinipteractive disambiguation,
people ofterrejectthe idea,assuming wewould like to

useinteractivedisambiguation onlyand the numberof

questionswould be tremendouslyhigh. It may beuseful

to clarify these two points.

First, what can it possibly mean to « use only interactive
disambiguation » in an NLP system? Obviously, that the
systemdoesnot solve anyambiguity at all. But thatis
neverthe case. For example, even the most primitive
system, having thandle« time flies », with categories
(N]V) (N]V), will not admit thesequencd€V V). Whatis
meant, then, is that usingnteractive disambiguation
would necessarilylead the systemsdesignerto adopt a
lazy strategyandnot to solve many ambiguities/hich
“should be” easy to solve automatically.

A possible answer to that is to sthat the systemslesi-

very high quality means that, as in tlease of the
METEO system [15], about 3 to 5% editirgperations
have to beperformedon the output toreach perfection,
or, equivalently, that revising atandardpage of 250
words to reachprofessional quality takes less thane
minute (insteadof 20 for agood raw translation of a
technicalpage,producedby a qualified professional).In

METEO, this is possible onlybecausethe translation

ambiguity typesaccordingto the difficulty of their auto-
matic solution, andsolve only the easynd moderately
difficult ones(see[12, 13] for such "ambiguitylabel-
ling"). One should stoprying to disambiguateautomati-
cally when the results are naliable or when theefforts
are disproportionatevith the results: get 90% of the job
done with 10% of the effort.

inputs, weather bulletins, are extremely well suited to the The point concerning the number ofdisambiguating

heuristic “sub-optimization approach” to MT.

For the applications we have in mind, automaligam-
biguation alone is not going t@achthat kind ofquality
level in anyforeseeablduture. In thecaseof METEO,
automatic disambiguation hasdeedpermittedto reacha
quality level of 95—97%. But this remains d#solated
example, and no comparableapplications havebeen
found, despiteintenseresearctby the CITI at Montréal.

4 For example,BDTAO built by B'VITAL/SITE for the
Ariane/aéro/F-Eproject, or the lexicaatabase of the
JICST MU/Majestic system in Tokyo.

questions is also interestingirst, note that any system
which uses only 100% reliable disambiguatienhniques
is bound to produce mumber of interpretationsxponen-
tial in the length N of theconsideredutterance that is,
O(XN) for some K.Thereare at least tworeasonsfor
that: if the words withexical contentrepresent propor-
tion P of the wordsandhave inaverageM distinct mea-
ninﬂs for the same morphosyntactic class, we get
2PN 10gM jnterpretations, without taking mutuahfor-
mation into account — but this may well be the part in
lexical disambiguation wdo not want to tackleautoma-

5 Personal communication, June 1996.



tically becauset is too difficult. Similarly, as natural
languagesin general are intrinsically ambiguous, an
utteranceof length N has an exponential numbef
“skeleton” bracketings.

Supposethen, that the number of interpretations of our

generic utterances of the form A. N, Supposdurther
that answeringa disambiguation questioexcludes,in

average, roportion Q of the remaining interpretations.

If the questions have 2 choices, Q=1/Zurragelf the
guestions have more choices, say Cawerage,Q~=(C-
1)/C in averageTaking the worst case, Q=1/2, vgee

that the num stiaas be ap-
proximated byyNb_questionss KN log Af .

This means that, in all cases where we want to inise-
active disambiguation, the number of questiails be a
linear function of the number of words.

What we should ask (or be asked), thisnthe following:
« For a textof N words, how big canbe the numbeof
guestions per word? ». As questions can be shdangy,
and asthe correctchoicemay bepreselectedheuristically

mars oftenlead to the production of many “parasite”
ambiguities,that is, of structures whicwould be the
samehadthey beproducedby a “flatter” grammar. With
the currenttrend of going backwards30 yearsand favor
binary rules, we do not really thinkwill be possible to
disambiguate between all structures with onlgugstions
per sentenceof 25 words, becauses questionsdisambi-
guatebetween32 structures iraverage.We rather think
something like 15 questions (32&tructures)would be
realistic. In such a casdteractive disambiguationcan
not beusedalone: it isnecessaryo addsome degreeof
automatic disambiguation teeducesets of equivalent
structures to singletons.

However,our previous experiments in tfi@mework of
the LIDIA project, where the all-pathanalyzerdoesnot
produce parasite ambiguities, as well as reportdrom
MicroSoft on theirlarge coverageanalyzerfor English
haveled us to believe that aeasonableanalyzerperfor-
ming only 100% sureand relatively easy automatidi-
sambiguationcan indeed deliver an ambiguous result
which can balisambiguatedn about 20 mn pestandard

in some proportion of thquestions, a better formulation page, or 2 mr(=20 questionsper typicalsentenceof 25
is: « How much time per word can be spent in interactive words. As interactive disambiguation should beone

disambiguation? ».
3.2.2 Feasibility of interactive text disambi-
guation

Suppose we want to translateéypical scientificpaperof
6,000 words (12 pages inNord, or 24 standarcbagesof

250 words), it will takea professional about 24 hours to

produce a goodaw translation,and8 hours to reviséor

very high quality. If we translate our own prose, knowing

our terminology well, we are not likely faroducea very
good result undet2 hours for the firstiraft and4 hours

for the revision. Our final quality will not be that of a
professional, but enough for submission to a journal, or a

conference.

Is it possible that an MBystem asks the user tmswer
disambiguation questioruring 12 hours, equivalentto

what is necessanfor producingthe draft? Perhaps yes,
especially if the translation system is multitarget, because,
the economy would be 12 hours feachtargetlanguage,

starting with the second. But answering questions by

far more boring thaproducinga translationdraft, which

in itself is often quite tedious! Let us suppose, then, that

we do not want the user t@nswerquestions formore

than 2/3 of that time. For 6,00@vords,this means that

incrementally, when the user feels like andnot impo-
sed on him/her, it may be better to give the final numbers
for sentences, not pages.

3.3 Example scenario

Authors of documentgossibly not knowing thetarget
language canbecomeprimary users of quality MT only
if the MT system relies on aser-friendly interactive
disambiguation stemndif interactivedisambiguatioris
accepted by thauthors, or even bettemadeinteresting.
What me mean is that the user shouldab@wvedto ask
questions about the disambiguating questicars] to
navigate from the current applicatiém "discover”related
information.

Suppose that the task is to send the minutes mieeting
by e-mail, in thelanguagesdeterminedby the personal
profiles of the addresseesssociatedwith their e-mail

icknames. One addressmeay want toreadsuch e-mails
in the original languagef it is in somelist, in his lan-

guage,andin English. Another one mayreferto getit

only in his/her language, etc.

After having written theminutes, say in English, the
secretanyof the meeting runs somgspelling, grammar,

we could take up to 8 hours for disambiguation questions.style) checkersandsendsthe message as usual. Tée

Equivalently, wearrive at 20 mn peistandardpage. Itis
not unreasonabléo say that a usezananswerabout 10
guestions peminute, especially, if thecorrect choiceis
preselectednore often than not. In terms of numbefr
guestions, this mearabout 20 questions peentenceof
25 words, or about one question per contert (about
15 here)and5 questions for the rest (attachmeaspect,
modality...).

We never tried tavrite the “dummiest possiblednalyzer
andto see how many interpretations itould deliver.
However, we know by the previowxperienceof CETA,

mail serverprocessest, and establishes the list of all
target languages. If no translation is required nigssage
is sent as usual. Otherwise, the e-nsetverfilters the
message into somappropriateformat andsendsit to an
analysis server.

The result is then sent to a disambiguatsamverwhich

will detect, for each utterance, alinbiguity patterns,and
preparethe elements of thessociateddisambiguation
dialogues (support of the ambiguity, rephrasing associated
with each possibility, etc.). The ambiguities nayncern

the source language or the passage into one or more target

wherethe first step of structural analysis was to use alanguages.

CFG in Chomsky NormakForm, that such binangram-



The e-mail message is then sent back to the authorawith
messagendicating the presenceof ambiguities and an
attachedile in a special forma{fID). When theauthor
clicks on thecorrespondingcon in this e-mail,interac-
tive disambiguation begins. The interactive disambiguator
canrun on the user machine, or on thesambiguation
server (through a Web browser, or a simple http applet).

Suppose the meeting was about maritime exports/import%.

with Asia and the following sentenceappears:« Our
captain brought back blue bowdsmd plates. » A first
guestion could be:

O blue bowls and blue plates
O plates and blue bowls

and the second:

© marine captain
O airforce captain
O artillery captain
O infantry captain
O cavalry captain
O..

If the author asks why that questionasked,the disam-
biguator, knowing that s/he isnterestedin German,
would answerthat these sensesorrespondto different
translations in Germarandgive them. From there, the
author could also follow some links to geitrther expla-
nations (e.g., about "Rittmeister" for "cavalry captain”).

After interactive disambiguation has been (totally
partially) performed by the author, the modified fID fite
sent back to the e-mail server, which processes it again t

or UNL deconverters)lt then assembles the resultgo
appropriatee-mails and sendsthem to their addressees,
either within a normal e-mail message, or asattached
file to avoid loss of informationn particularfor langua-
ges using complex writing systems.

4 Hybrid (symbolic & numerical) and
"pivot" approach for MT

Our last suggestion fodemocratizingguality MT has to
do with the internal organization of the MT system itself.

4.1 Hybrid symbolic & numerical MT systems

An important point in futurdarge coveragequality MT
systems is that they should kalaptableto usersand
tasks. Forthis, the bestapproachseems tocombine
symbolic and numerical techniques.

Purely symbolic, knowledge-intensive methods have
given very good results on restricted tasks, but carbeot
scaled upandporting such aspecializedquality MT sys-
tem to a another restricted task is costly.

Other methods, purelgtatistical, or "example-based",
have been proposed around 1984yé&rsago. However,
no quality system has resulteficcordingto an old joke,
MT in the USSR was MT without machinasadwithout
translations. AtIBM, Jelinek usedalso to say thateach
time hefired a linguist, his speechrecognizerimproved.

Unfortunately for him and the purely statistieglproach,
this has not come true for MT, be it quality MT or in-
formative MT: in a famous DARPA experiment, his
systemdid worse than Systran ofragmentsfrom the
Hansardcorpus (minutes of theCanadianParliament
debatesjn English and French), although it hadeen
trained on it and Systran had neve tackled it before.

n other words, quality MT systems must have a symbo-
ic, knowledge-intensivdackbone. To make themore
"continuous", or adaptable,or personalizablethe best
way seems to addraeasureof numericaltechniquesWe
studiously avoid more precise terms like "statistic",
"fuzzy", etc., becausehe precisetechniqguesmay vary
from component to component.

To personalize the lexical data bagemay be enough to
handleit as alarge Hopfield neuralnet, that is, agraph
with termsandsenses on the nodesttractive arcs bet-
ween terms and relatedterms and sensesand repulsive
arcs between exclusive sengéghe same term. Weights
on nodesrepresenthe importanceor preferenceof terms
and senses, and weights on arcs attraction or repulsion.

That is thetechniqueadoptedat Microsoft labs, where

B. Dolan's"lexical priming" techniqgueshows that, wi-
thout any heavy statistical learning, very good rescits

be obtainedGeneralterms have 12-15 senses, but, if a
sentences presentedo the system,no more than 2-3
senses peword appearas likely in the context. Tuning
the weights can be done incrementdlly using feed-back
from users choices.

The caseof the grammards moredelicate.Probabilistic
or weightedextendedcontext-freedevicesseem to be the

send it to translation servers (usual transfers&generatoré)mOSt robust, ‘but tuning the weights is noas

straightforward as for the lexicon.

4.2 Hybrid pivot approach

Finally, we advocate to adopt a "pivapproachfor MT,
wherepivot lexemesare UNL or UNL inspired English-
oriented denotations of (sets dfiferlingual acceptionsor
word/term senses, and where the m¥sthe representation
of utterances is either fullgbstractandinterlingual as in
UNL, or, lessambitiously but more realistically, obtai-
ned byaddingto anabstractEnglish multilevel structure
featuresunderspecifiedn English but essential foother
languages, including minority languages.

The term"hybrid pivot" was coinedby Shaumjan,and
usedat CETA before 1970 to denoterepresentationin
which the lexemesre abstract, butlanguage-dependent
("lexical units", or derivationalfamilies), while all other
attributes and relations are interlingual.

Here, we use"hybrid pivot" in anotheracception. To
handle a large variety ddnguages, it seemsecessaryo
use interlingual lexemes (ILYWe cannot hope that the
IL correspondto fully disambiguatedenses. As th&/wW
(universalwords) of the UNL project, the ILs have to
represent sets of senses.

If the system is to bédemocratic"with respectto all
languages, it is also reasonable to adopt the GUihtegy
of denoting the ILs by strings using English terms, sim-



ply becauseenglish is thede facto lingua francaof mo-
dern scienceandwe canexpectevery lingware developer
in the world to know it well enough tounderstandhe
meaning(s)f an IL andrelateit to words and terms in
his/her language.

Another aspect of "hybridicity" is that the pivetpresen-
tation should be multilevel. We do not want to say that
should countain levels of interpretatioelative to the
surface expression in someparticular languages. For
instance, nothing like "English impersongbassive"
should appear in a pivot structure.

The idea here ithat thereis a minimal commoncore of
interlingual attributes and relations which evenconver-

ter should produce in the pivot structures (entity/predicate,
semantic relation/argument position...), a kind of
"intersection over languagesindalso a "maximaknve-
lope", to beexpresseanly through interlingual attribu-
tes, of featureswhich are universally understood,but
underspecified in somlanguageand absolutelynecessary

in another (aspect, modality, sex, quantity abstract
number, social level, etc.).

Using such hybrid pivot representationsjt becomes
possible to "grade" the resulting quality. If
"enconversion" into the pivot is dorautomatically, only
the minimal corewill be available,andambiguitieswill
have beesolvedautomatically (by heuristics whictve
know are nothing more thaneducatedguesses,often
wrong in more than 30% of the cases). If fulteractive
disambiguation is used, tls®urcelanguageambiguities
will be solved,andthe underspecifiedeatureswill have
been made precise for thenefit ofdeconversiorinto all
other languages. With partiaiteractivedisambiguation,
quality would be somewhere in the middle.

Conclusion

Quality MT andTA arecurrentlyusable only inniches

and by the rich (peopleand languages). They musdte

democratizecandbecomeusable by small firms, young
individual translators,bilinguals performing occasional
translations, and even by individuals incompetent in
foreign languageswWe have proposedto combine four

methods to reach that goal.

Although, from the research perspectiwe are confident
that they are necessary, and themge implemented, they
will indeed lead to the stated goal, sosupport isneces-
sary from public-oriented organizations, becatisanging
pricing policies, product architectures,and proprietary
attitudes, usually meets with strong resistance. Alg®e,
would welcome opportunities toconvinceMT and TA
vendors thathesechangesvould benefit them, not only
in the long term, but quite probably very soon.

Finally, democratizingT andTA would be quite good
from the researchpoint of view, not only becauseit

would give a lot of job opportunities for NL§pecialists,
but also because it would produce a viarge quantity of

data (aligned terms, phrasasd sentencespn which new
studiesand experimentationscould be performed,in a
variety of languages.
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