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Abstract. This article presents an extension of the basic model of conceptual graphs: the introduction of type definitions. We choose to consider definitions as sufficient and necessary conditions to belong to a type. We extend the specialization/generalization relation on conceptual graphs to take advantage of these definitions. Type contractions and type expansions are clearly defined. We establish the correspondence with projection by use of the atomic form of conceptual graphs. Finally, we give a logical interpretation of type definitions and prove than the correspondence between logical deduction and generalization relation is maintained.
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1 Introduction

The aim of knowledge representation is to provide formal model which allow to modelize different kinds of knowledge and allow to reason with this knowledge. In conceptual graphs (CGs), the knowledge is split into several levels. The terminological level defines the conceptual vocabulary. It contains the concept type lattice and the relation type poset. These two taxonomies are simply composed of strings, representing concept types or relation types, which are ordered by a specific/generic relation. At the assertional level, one describes some facts by CGs constructed with the conceptual vocabulary.

However, we often dispose of general knowledge which is relevant to terminological level but one can’t represent it with a simple specific/generic relation. J. Sowa proposes the formalism of abstractions to answer this need. In this paper, we study a kind of complex terminological knowledge: the type definition.

We start from the basic model of CGs, introduced by J. Sowa in [Sow84] and clarified by M. Chein and M.L. Mugnier in [CM92, MC96], and extend it to take into account type definitions when we are reasoning at assertional level. This extension includes contraction and expansion operations in the specialization rules. The connection with the projection is established once again. After giving a logical interpretation for definition, one demonstrates that the specialization relation always corresponds to a complete and sound set of inference rules.
In section 2, we present the different semantics that we can give to type definitions and we remind the type definition syntax. Then we choose to consider a definition as a set of sufficient and necessary conditions for belonging to a type. Section 3 introduces the four new specialization rules allowing to manipulate the type definitions at assertional level: contraction and expansion of concept types or relation types. Then we show in section 4 how projection allows to compute the new specialization relation. The section 5 is devoted to logical interpretation of type definitions and contraction/expansion rules.

2 Type definition formalism

In the basic model of CGs, the meaning of a type is given by position which hold into the taxonomy of types. The specific/generic relation is thus the only definitional mechanism. Such a representation of meaning for concept types and concept relations is very poor. Often one has some generic information on types which are not expressible by this single mechanism. The mechanism of type definition address this problem by associating a formal description to a type. This description is constructed with atomic types (a type without description) and already defined types. The semantics given to the type/description association determine the reasoning technics to use with this form of knowledge representation.

In this work, we consider that descriptions represent a set of characteristics, properties, attributes which can be shared by objects of the domain of representation. A description is thus the intensional representation of a set of objects. It remains to define the semantics given to the link between a type and its description. In general, two semantics are used:

- the description represents a set of sufficient and necessary conditions to belong to its type. Any object recognized by the description must belong to the type and any instance of type owns the attributes of the description. The description is thus the intensional representation of type. These semantics are given to defined concepts in the KL-ONE derived systems [WS92]. Such semantics are called definition;
- the description only represents a set of necessary conditions to belong to its type. These are semantics that is used for natural kinds. In KL-ONE systems, they are given to primitive concepts. These semantics are sometimes called partial definition.

In CGs, the descriptions are represented by abstractions (cf. [Sow84] section 3.6). They are conceptual graphs which one or several generic concepts are considered as formal parameters. In the following, we study description mechanism to do some definitions and not to do partial definitions.

Definition 1 A concept type definition asserts an equivalence between a concept type and a monadic abstraction. We denote $t_c(x) \overset{\Delta}{=} D(x)$ the definition of type $t_c$ with $x$ the variable of formal parameter. The formal parameter concept vertex
of $D(x)$ is called the head of $t_r$. In the aristotelician approach, the genus of new type is the type of the head concept and $D(x)$ represents the differentiae from $t_r$ to its genus.

**Fig. 1.** Definition of a rectangle as a parallelogram with right angles.

**Definition 2** A relation type definition asserts an equivalence between a relation type and a $n$-ary abstraction. We denote $t_r(x_1, x_2...x_n) \iff D(x_1, x_2...x_n)$ the definition of type $t_r$ with $x_1, x_2...x_n$ the variables of formal parameters. The formal parameter concept vertices of $D(x_1, x_2...x_n)$ are called the arguments of $t_r$.

**Fig. 2.** Definition of content relation as a link between an object and an entity which contains the object.

**Restriction:** In the following, we assume there is neither direct nor indirect recursive type definition.

### 3 Extension of the model

The mechanism of type definition grows expressivity of the CG model. It remains to extend the specialization/generalization relation to take advantage of these definitions. We believe that in order to keep the specificity of the CG model,
such an extension must keep the triple correspondence: specialization rules / projection / logical inference. We need to modify some parts of CG model to perform that.

3.1 The canon

The canon contains the conceptual vocabulary of the domain of representation. It represents the terminological component of the CG model. The canon is shared in two taxonomies: $T_c$ the concept type taxonomy and $T_r$ the relation type taxonomy.

These two type posets are composed of atomic types or defined types. A type definition is attached to each defined type. For atomic types, the order relations $\leq_c$ and $\leq_r$ are simply given by the user (who is supposed to be a specialist of the domain of representation).

The concept type definitions extend the $\leq_c$ relation. Since a concept type is introduced by definition as subtype of its genus, the $\leq_c$ relation is modified:

**Definition 3** Let $t_c$ be a defined concept type, we have $t_c \leq_c \text{genus}(t_c)$.

The genus of a defined concept type may be atomic or defined. If the genus is defined then, by transitivity of $t_c$, the new type is also a subtype of the genus of its genus. As no recursive definition is permitted, one can define the smallest atomic super-type of a defined concept type that we call atomic genus.

**Definition 4** Let $t_c$ be a defined concept type, the atomic genus of $t_c$ denoted by $\text{AG}(t_c)$ is the atomic type obtained from $t_c$ by successive applications of the genus function.

We immediately get the following property:

**Property 1** Let $t_c$ be a defined concept type and $t'_c$ an atomic concept type, $t_c \leq_c t'_c$ if and only if $\text{AG}(t_c) \leq_c t'_c$.

On the contrary, the relation type definitions does not extend the $\leq_r$ relation. This is because such a kind of definition does not derive from Aristotle’s method. Each relation type owns a signature which fixes the arity and the concept authorized as maximal types for arguments of a relation of this type. The signature of atomic relation types is given by the user. For defined relation types, the signature is deduced from type definition in the following way.

**Definition 5** Let $t_r$ be a defined relation type:

- the arity of $t_r$ is equal to the arity of the abstraction which defines $t_r$;
- the concept maximal type of the $i$-th argument of $t_r$ is the type of the $i$-th formal parameter of the abstraction.

A conceptual graph must verify the canonicity property and the conformity property. The first property enforces the neighbour concepts of a relation vertex to accord with the signature of the relation type. The second property enforces the concepts to have a referent according with the type.
3.2 Extension of specialization relation

A specialization relation is defined on CGs by a set of specialization rules. The reverse relation, the generalization, corresponds to logical deduction. First part of this theorem (the soundness of the CG model) has been demonstrated by J. Sowa [Sow84]. The reciprocal part (the completeness) has been demonstrated by M. Chein and M.L. Mugnier [CM92, MC96] with CGs in normal form (normal form does not allow CGs to have several individual concepts with the same referent).

Using type definitions allows to represent knowledge to different levels of abstraction. But generalization relation forgets some inferences. In figure 3 for instance, there is no possibility to derive \( H \) from \( G \) (or \( G \) from \( H \)) though these two CGs represent the same knowledge (according to the type definition of figure 1).

In order to preserve the truth of the generalization relation, we must add four new specialization rules: type contractions and type expansions. These operations are close to J. Sowa’s operations [Sow84] but not identical. First we introduce these operations in order to extend the formal model of CGs when J. Sowa presents these operations as tools to simplify CGs. So we search to give a well-defined framework to manipulate type definitions rather than an algorithm of graph reduction. Secondly, J. Sowa’s contraction (cf. section 3.6.5 of [Sow84]) does not compute an equivalent graph but a more general one than the original (e.g. some informations can be lost). As for his expansions, either it does not preserve truth, or the defined type is not replaced by its genus.

We state that our following operations preserve truth. We define them as reversible operations which replace a defined type with its definition and conversely replace a graph corresponding to a type definition with a defined type.

---

![Diagram](image-url)
Definition 6 (concept type expansion) Let $G$ be a conceptual graph containing a concept $c$ with a defined type $t_c$. Let $t_c(x) \overset{df}{=} D(x)$ be the definition. $H$ is obtained by expansion in the following way:

1. replace $t_c$ the type of $c$ by its genus;
2. restrict the head of $t_c$ by changing its referent to the referent of $c$;
3. join $G$ and $D$ on $c$ and the head of $t_c$;

This operation is permitted only if the resulting graph is canonical (e.g. $c$ does not violate signature of neighbouring relation types).

Definition 7 (relation type expansion) Let $G$ be a conceptual graph containing a relation $r$ with a defined type $t_r$. Let $t_r(x_1, \ldots, x_n) \overset{df}{=} D(x_1, \ldots, x_n)$ be the definition. $H$ is obtained by expansion in the following way:

1. restrict each argument $c_i$ of $t_r$ by changing its type and referent to type and referent of the $i$-th neighbour of $r$;
2. perform $n$ joins to identify the $i$-th neighbouring concept of $r$ with the $i$-th argument of $t_r$;
3. delete $r$ and all its edges from $G$.

Definition 8 (concept type contraction) Let $G$ be a CG containing a subgraph $G'$ isomorphic to the definition $D(x)\overset{1}{1}$ of a defined concept type $t_c$ (concept $c$ in $G'$ corresponding to formal parameter of $D(x)$ in isomorphism can have an individual referent yet). If moreover $c$ is a cut point between $G'$ and the other part of $G$ (i.e. all the paths from one vertex of $G'$ to one vertex of the rest of $G$ go through the vertex $c$), $H$ is obtained by contraction in the following way:

1. replace the type of $c$ with $t_c$;
2. delete subgraph $G' \setminus \{c\}$ from $G$.

This operation is permitted only if $c$ in the resulting graph is conform.

Definition 9 (relation type contraction) Let $G$ be a CG containing a subgraph $G'$ isomorphic to the definition $D(x_1, \ldots, x_n)$ of a defined relation type $t_r$ (concepts $c_i \ (i \in [1..n])$ in $G'$ corresponding to formal parameters of $D(x_1, \ldots, x_n)$ can have yet individual referents and types lesser than types of corresponding arguments of $t_r$). If moreover the concepts $c_i \ (i \in [1..n])$ allow to disconnect $G'$ from $G$, $H$ is obtained by contraction in the following way:

1. insert a relation having type $t_r$ to $G$;
2. $\forall i \in [1..n]$ link the $i$-th edge of $r$ to concept $c_i$ of $G'$;
3. delete subgraph $G' \setminus \{c_1, \ldots, c_n\}$ from $G$.

---

$^1$ The variable $x$ in the formal parameter concept is though not considered for isomorphism.
Observe that concept type expansion and concept type contraction are not necessarily permissible due to the respect constraint of canonicity and conformity. There is no problem with relation contraction and relation expansion.

Let us recall the basic specialization rules before defining the specialization relation on CG model extended to type definitions. We consider the following four rules:

- concept restriction which allows to replace a type with a subtype or generic referent with an individual one (conformity must be preserved);
- relation restriction which allows to replace a type with a subtype (canonicity must be preserved);
- join which allows to merge two identical concepts (perform from two graphs or only one);
- simplification which allows to delete a duplicated relation.

**Definition 10** \( H \) is a specialization of \( G \), written \( H \preceq_D G \), if and only if one can derive \( H \) from \( G \) using both the basic specialization rules and the new specialization rules. Respectively \( G \) is thus a generalization of \( H \).

Note that the new specialization relation produces equivalent classes greater than the equivalent classes of the basic specialization relation. This is due to the semantics of definition which enforce to consider the resulting graph of a contraction (or expansion) operation equivalent to the original graph.

4 Computing the specialization relation

In the basic model, the projection operator is used to detect the specialization relation between CGs. In our extended model, projection can still exhibit the specialization relation but it is not a complete operator to detect the specialization relation between CGs. For instance, there is no projection between conceptual graphs in figure 3 though there exists a mutual specialization relation between these two graphs.

Using projection operator to detect again specialization relation needs to define a transformation on conceptual graphs on which one computes projection. For that, we reuse the atomic form introduced in [CL94]. Indeed, we extend this form to take into account the defined relation types.

**Definition 11** Let \( G \) be a CG, we call atomic form of \( G \), written \( AF(G) \), the graph without defined types obtained by a succession of type expansions.

**Property 2** Without recursive type definitions, one can compute the atomic form of a CG in a finite number of type expansions.
Fig. 4. $G$ and its atomic form according to Rectangle definition, CONTENT definition and supposing that Right Angle is defined as an Angle of 90 degrees.

Proof

Let $G$ be a CG containing vertices with defined types. As no constraint exists to perform relation type expansions, one can compute from $G$ a graph $G'$ without any relation having a defined type (we have just to perform relation type expansions while it remains relations with defined types). Since relation type definitions are not recursive, one can do it in a finite number of relation type expansions.

Let’s prove that we can now perform concept type expansion from any concept $c$ of $G'$ having a defined type (e.g. the resulting graph is canonical). Since $G'$ is canonical, any neighbouring relation $r$ of $c$ is such as: $\text{type}(c) \leq \text{Sig}_i(\text{type}(r))$ with $c$ being the $i$-th neighbour of $r$ and $\text{Sig}_i$ representing the maximal concept type of the $i$-th argument of a relation. Moreover, the type of $r$ is atomic according to the construction of $G'$. With property 1, we conclude that $AG(\text{type}(c)) \leq \text{Sig}_i(\text{type}(r))$. Thus $\text{genre}(\text{type}(c)) \leq \text{Sig}_i(\text{type}(r))$ and so the resulting graph will be canonical. Consequently, we can perform the concept type expansions from all the concepts with defined types of $G'$. Let $G''$ the resulting graph. The concept type definitions may contain vertices with defined types, we must redo the two preceding phases. But these definitions being no recursive, we will obtain a graph without defined types in a finite number of repetitions. $\square$

Theorem 1. The atomic form of a CG is unique.
Proof

We must demonstrate that whatever succession order chosen to perform the type expansions, we obtain isomorphic graphs. We use the proof schemes proposed by G. Chaty and M. Chein in [CC81] for studying the graph reductions. These proof schemes based on the Church-Rosser’s systems take advantage of properties on the confluent reductions demonstrated by G. Huet [Hue80].

Firstly, we define the $R$ relation on set of the isomorphic CG classes by:

$$C_g R C_h$$

if $\exists G \in C_g$ and $\exists H \in C_h$ such as $H$ is obtained from $G$ by a type expansion.

Secondly, we demonstrate $R$ is locally confluent that is $\forall C_g, C_{g_1}, C_{g_2} \in \mathcal{G}$, if $C_g Rc_{g_1}$ and $C_g Rc_{g_2}$ then $\exists C_h \in \mathcal{G}$ such as $C_{g_1}R^*C_h$ and $C_{g_2}R^*C_h$ with $R^*$ is the transitive closure of $R$.

With the different properties on confluent reductions, we conclude that atomic form of a graph is unique. A detailed proof is given in [Lec95]. □

Atomic form of CG being obtained by type expansions, we immediately have the following property:

**Property 3** Atomic form of a graph is equivalent to the original graph according to the specialization relation. We thus have $AF(G) \leq_D G$ and $G \leq_D AF(G)$.

In order to establish the link between projection operator and specialization relation in the extended model, we first demonstrate that two CGs belong to specialization extended relation if and only if their atomic forms belong to specialization basic relation. In the following, specialization basic relation is written $\leq$ while the specialization extended relation is written $\leq_D$.

**Theorem 2.** If $AF(H) \leq AF(G)$ then $H \leq_D G$.

**Proof**

Since $AF(H) \leq AF(G)$ then we have $AF(H) \leq_D AF(G)$ because $\leq_D$ is defined as an extension from $\leq$. With the property 3 and considering the transitivity of $\leq_D$ we immediately conclude that $H \leq_D G$. □

In order to demonstrate the reciprocal lemma, we show that to each specialization rule allowing to derive $H$ from $G$ in the extended model, there corresponds a sequence of specialization elementary rules allowing to derive $AF(H)$ from $AF(G)$ (a detailed correspondence is established in [Lec96]):

- for a join on concepts with atomic types there corresponds a similar join on atomic forms;
- for a join on concepts with defined types there corresponds a sequence of joins and simplifications;
- for a simplification with relations having atomic types there corresponds a similar simplification;
- for a simplification with relations having defined types there corresponds a sequence of joins and simplifications;
- for a relation restriction which necessarily replaces an atomic type with an atomic subtype there corresponds a similar restriction;
- for a concept restriction which replaces a generic referent with an individual referent there corresponds a similar restriction;
- for a concept restriction which replaces an atomic type with an atomic subtype there corresponds a similar restriction;
- for a concept restriction which replaces a defined type with a defined subtype there corresponds a concept restriction and an external join (to connect the atomic form of the subtype definition);
- for a concept restriction which replaces a defined type with a defined subtype there corresponds an external join and a sequence of internal joins and simplifications (to merge the two type definitions);
- for a contraction or expansion there corresponds the empty sequence of specialization rules on atomic forms.

**Theorem 3.** If $H \leq_D G$ then $AF(H) \leq AF(G)$.

**Proof**

For each rules of specialization extended relation allowing to derive $H$ from $G$, we have exhibited a sequence of rules of specialization basic relation allowing to derive $AF(H)$ from $AF(G)$. Since $H \leq_D G$, we obtain, by composition of specialization rules, $AF(H) \leq AF(G)$.

Consequently, any sequence of specialization rules allowing to derive $H$ from $G$ in the extended model can be reorganized in:

1. a sequence of expansions to derive $AF(G)$ from $G$;
2. a sequence of specialization elementary rules to derive $AF(H)$ from $AF(G)$;
3. a sequence of contractions to derive $H$ from $AF(H)$.

Let us recall the complete correspondence between projection and specialization basic relation established by M. Chein and M.L. Mugnier in [CM92]:

**Theorem 4.** $H \leq G$ iff there exists a projection from $G$ to $H$.

The three previous theorems yield:

**Theorem 5.** $H \leq_D G$ if and only if there exists a projection from $AF(G)$ to $AF(H)$.

5 **Logical interpretation**

We extend the operator $\phi$ to take into account type definitions in the logical interpretation of CG model. A type definition represents an equivalence between
a type and its description, we must preserve these semantics in logical interpretation. Let \( t(x_1, \ldots x_n) \overset{def}{=} D(x_1, \ldots x_n) \) be a relation type definition or a concept type definition (in this case \( n = 1 \)). The logical formula associated with this definition, written \( \phi(Def(t)) \), is determined by the following construction:

- with the type \( t \), associate a \( n \)-adic predicate having the same name;
- with the left hand of the definition, associate the atomic formula \( t(x_1, \ldots x_n) \);
- with the right hand of the definition, associate the formula \( \phi(D(x_1, \ldots x_n)) \) computed in the same way as for a normal CG but without existential closure of variables \( x_1, \ldots x_n \);
- connect the two previous formula with an equivalence logical operator;
- universally quantify the variables \( x_1, \ldots x_n \) of the constructed formula.

For instance, the formulae associated with type definitions in figures 1 and 2 are:

\[
\forall x \ (\text{Rectangle}(x) \iff \exists y (\text{Parallelogram}(x) \land \text{RightAngle}(y) \land \text{Attr}(x, y)))
\]

\[
\forall x \forall y \ (\text{Content}(x, y) \iff \exists w \exists z (\text{Object}(y) \land \text{Interior}(w) \land \text{Entity}(x) \land \text{Hollow}(z) \land \text{Loc}(y, w) \land \text{Part}(x, w) \land \text{Attr}(x, z)))
\]

With this extension of \( \phi \), we can show that type expansions and type contractions preserve the semantics of the formulae associated with CGs before and after the operation.

**Property 4** Let \( H \) be a CG derived from \( G \) by a type expansion (or \( G \) derived from \( H \) by a type contraction) of a defined type \( t \), we have \( \phi(Def(t)) \equiv \phi(H) \).

**Proof**

Suppose that \( H \) is obtained from \( G \) by a concept type expansion on \( c \). Let \( t(x) \overset{def}{=} D(x) \) be the type definition of the type of \( c \). We have \( \phi(Def(t)) \equiv \forall x (t(x) \leftrightarrow F_D[x]) \) (\( F_D[x] \) is the formula associated with \( D(x) \)).

If \( c \) is a generic concept then \( \phi(G) = EC(t(x) \land A[x]) \) and \( \phi(H) = EC(F_D[x] \land A[x]) \) (EC represents the existential closure). Furthermore \( A[x] \) and \( F_D[x] \) do not contain any common variable except \( x \). Since \( \phi(Def(t)) \) is valid, we also have \( \phi(G) \iff \phi(H) \) is valid.

If \( c \) owns an individual referent \( m \) then \( \phi(G) = t(m) \land EC(A) \) and \( \phi(H) = EC(F_D[m] \land A) \) with \( EC(F_D[m]) \equiv \text{Subst}[x=m](EC(F_D[x])) \). Furthermore \( A[x] \) and \( F_D[m] \) do not contain any common variable. Since \( \phi(Def(t)) \) is valid, we also have \( \phi(G) \iff \phi(H) \).

Suppose that \( H \) is obtained from \( G \) by a relation type expansion on \( r \). Let \( t(x_1, \ldots x_n) \overset{def}{=} D(x_1, \ldots x_n) \) be the type definition of type of \( r \). We have \( \phi(Def(t)) \equiv \forall x_1 \ldots \forall x_n (t(x_1, \ldots x_n) \iff F_D[x_1, \ldots x_n]) \) (\( F_D[x_1, \ldots x_n] \) is the formula associated with \( D(x_1, \ldots x_n) \)).
\[
\phi(G) = EC(t(t_1, \ldots, t_n) \land A[t_1, \ldots, t_n]) \quad \text{and} \quad \phi(H) = EC(F_D[t_1, \ldots, t_n] \land A[t_1, \ldots, t_n])
\]
and \(t_1, \ldots, t_n\) are constants or variables according to referents of neighbouring concepts of \(r\).

\[EC(F_D[t_1, \ldots, t_n]) = \text{Subst}_{A[t_1, \ldots, t_n]}[EC(F_D[x_1, \ldots, x_n])].\]

Furthermore, \(A[t_1, \ldots, t_n] \land F_D[t_1, \ldots, t_n]\) do not contain any common variable except possible variables in \(t_1, \ldots, t_n\). Since \(\phi(Def(t))\) is valid, we also have \(\phi(G) \iff \phi(H)\) is valid.

We denote \(\phi(S)\) the set of formulae associated with the relations \(\leq_c\) and \(\leq_r\) defined on the atomic type sets. Let us recall that with each pair (concept or relation types) such as \(t \leq t'\) is associated the formula \(\forall x_1 \ldots \forall x_n \exists y(t(x_1, \ldots, x_n) \Rightarrow t'(x_1, \ldots, x_n))\). We denote \(\phi(D)\) the set of formulae associated with type definition set. We now demonstrate that generalization rules (the reverse specialization rules) still corresponds to a set of inference rules.

**Theorem 6.** If \(G \leq_D H\) then \(\phi(S), \phi(D), \phi(G) \vdash \phi(H)\).

*Proof*  
Using \(\phi(S)\), M. Chein and M.L. Mugnier demonstrated that elementary rules of generalization correspond to inference rules [CM92]. Using \(\phi(D)\), I have demonstrated that type contractions and type expansions correspond to equivalence rules (cf. previous property). By composition of different rules, we obtain \(\phi(G) \rightarrow \phi(H)\) is valid.

Moreover, we have immediately:

**Property 5** Let \(G\) be a CG, \(\phi(D) \vdash \phi(G) \iff \phi(AF(G))\).

The normal form restriction is not still sufficient to demonstrate the completeness of the CG model. Suppose that a normal form graph \(G\) contains a concept with the individual referent \(m\) and another concept with a defined type \(t\). And suppose that the type definition of \(t\) contains a concept with the same individual referent \(m\). Then the atomic form of \(G\) will not be in a normal form and so the specialization relation can miss some deductions. For instance, the graph \(G\) in figure 5 can not be derived from \(H\) but the logical formula associated with \(G\) implies the logical formula associated with \(H\).

**Theorem 7.** Let \(G\) and \(H\) be two CGs with atomic forms in normal form. \(\phi(S), \phi(D), \phi(G) \vdash \phi(H)\) if and only if \(G \leq_D H\).

*Proof*  
Since \(\phi(S), \phi(D), \phi(G) \vdash \phi(H)\), property 5 entails \(\phi(S), \phi(D), \phi(AF(G)) \vdash \phi(AF(H))\), and then the set \(\{\phi(S), \phi(D), \phi(AF(G)), \neg \phi(AF(H))\}\) is inconsistent. The resolution method allows to derive the empty clause from clauses generated by this set.
Each formula in $\phi(S)$ is of type $\forall x_1...\forall x_n(t(x_1,...,x_n) \Rightarrow \ell(x_1,...,x_n))$ and generates a clause of type: $\neg t(x_1,...,x_n) \lor \ell(x_1,...,x_n)$.

Each formula in $\phi(P)$ is of type:
\[ \forall x_1...\forall x_n(t_d(x_1,...,x_n) \Rightarrow \exists y_1...\exists y_m(P_1[x_1,...,x_n,y_1,...,y_m] \wedge \cdots \wedge P_k[x_1,...,x_n,y_1,...,y_m]) \]
with $t_d$ the defined type predicate and $P_i$ ($i \in [1...k]$) predicates associated with other vertices of the definition. The argument terms are either defined type variables $x_1,...,x_n$ or variables $y_1,...,y_m$ and constants associated with other concepts. Each formula generates $k$ clauses of type:
\[ \neg t_d(x_1,...,x_n) \lor P_i[x_1,...,x_n,f_1(x_1,...,x_n)\ldots f_m(x_1,...,x_n)] \]
($f_i$ functions result from the skolemisation of variables $y_i$), and a clause of type: $t_d(x_1,...,x_n) \lor \neg P_i[x_1,...,x_n,y_1,...,y_m] \lor \cdots \lor \neg P_k[x_1,...,x_n,y_1,...,y_m]$.

The formula $\phi(AF(G))$ is of type: $\exists x_1...\exists x_n(Q_1[x_1,...,x_n] \wedge \cdots \wedge Q_m[x_1,...,x_n])$ with $Q_i$ ($i \in [1...m]$) predicates associated with vertices of $AF(G)$. It generates $m$ clauses of type: $Q_i[a_1,...a_n]$ (with $a_i$ the Skolem constants).

The formula $\neg \phi(AF(H))$ is of type: $\neg \exists x_1...\exists x_n(R_1[x_1,...,x_n] \wedge \cdots \wedge R_l[x_1,...,x_n])$ with $R_i$ ($i \in [1...l]$) predicates associated with vertices of $AF(H)$. It generates a clause of type: $\neg R_1[x_1,...,x_n] \lor \cdots \lor \neg R_l[x_1,...,x_n]$.

The empty clause is necessarily produced in emptying the clause associated with $\neg \phi(AF(H))$. The clauses generated by the type definitions are needless in the resolution process. Using these clauses will introduce some new predicates (the predicate associated with defined type). Since to delete these predicates one should have to re-introduce previous deleted predicates.

Thus the empty clause can be produced from the other clauses and thus
\[ \{ \phi(S), \phi(AF(G)), \neg \phi(AF(H)) \} \] is inconsistent.

Then the completeness of the basic model yields \( AF(G) \leq AF(H) \) and with the theorem 2 we can conclude \( G \leq_D H \). The reciprocal is immediate with theorem 6.

\[ \Box \]

6 Conclusion

We have defined an extension of the CG model allowing to enrich the terminological knowledge representation. This extension clarify the type definition mechanism proposed by J. Sowa in stating precisely the semantics of definitions and providing a framework to exploit type definitions. We have introduced type contractions and type expansions as new specialization rules and consequently extend the specialization relation. We have showed the correspondence between the new specialization relation and projection operator on atomic forms of CGs. Finally we have demonstrated the soundness and completeness of the extended model.

This extension allows to define a type classifier in a \textit{kl-one} style [Lip82] which was introduced in [CL94]. We are currently working to take into account partial definitions in order to provide terminological knowledge representations for natural types.

This theoretical work must be completed by a study of good algorithms for computing specialization relation. Totally compute the atomic forms to test projection does not seem to be the best solution!
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