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Abstract : Suppose that each of two parties (two persons, two computers,
any two electronic devices) called Alice and Bob holds some piece of infor-
mation A and B respectively, and these pieces of information are correlated
with each other. Alice and Bob can interact with each other via a public
communication channel. The aim of Alice and Bob is to agree on a common
secret key Z so that the eavesdropper (who does not know A and B but who
can intercept the communication between Alice and Bob) gets no informa-
tion on this key. The question is how large this common secret key can be
made (how much information it can contain). This problem has an elegant
solution : it can be shown that in some natural setting the maximal size of
the common secret key Z is equal to the value of the mutual information
between A and B (defined in terms of Kolmogorov complexity.)

We propose to generalize this problem to the case of k > 2 interacting
parties. Though several partial results on this generalization are known, many
natural questions remain open. We suggest to focus on two types of questions :

1. Quantitative questions : compute the size of the maximal value of the
common secret key given all mutual information quantities for the input
data.

2. Algorithmic questions : construct efficient (poly-time computable) com-
munication protocols of the secret key agreement for some natural types of
correlation between the initial pieces of information given to the parties in-
volved in the protocol.

To attack the first type of questions we propose to employ the bounds based

on information inequalities. In the questions of the second type we suppose
to use the technique of coding theory and different methods of hashing.
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