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ABSTRACT 

This papcr deals with the difficult task of rewgnition of a large 
vocabulary ofproper names in a directory assistance application. 
AAer a presentation of the related work, it introduces a 
methodology for rescoring the N-best hypotheses generated by a 
6rs1 step recognition. Fint experiments give encouraging results 
and several topics for future mearch an presented. 

1. INTRODUCTION 

Recognition of a large vocabulary of proper names is a difficult 
task of a very high perplexity. Taking into account all possible 
distortions of proper names may lead to an even larger number 
of word models which are difficult to derive. Furthermore, a 
given speaker may introduce only certain types of distortions 
with respect to a canonical representation of words. Thus, search 
bawd on a network with all possible distortions of canonical 
forms may lead to an increase in word error rate because the 
knowledge used includes a large number of distortion models 
which are inconsistent with the distortion types introduced by a 
given speaker. 

Another important problem arises from the difficulty to 
distinguish the fact that a speaker does not use the supposed 
canonical form of a word from the fact that certain phonemes 
really uttered by a speaker are not scored by a recognizer with an 
adequate yore. Nevertheless, different pronunciations of a word 
are very often perceived to be similar, if not equal to the 
canonical form for that word. 

This suggests to Wide recognition by canonical pronunciations 
with the possibility of dynamically allowing plausible deviations 
from it, rather than using an enriched lexicon with all possible 
alternate word pronunciations. This can be conveniently 
performed in complex applications, like Directory Assistance 
@A), in various steps in which lattices of hypotheses are 
progressively reduced until a single hypothesis is selected as 
recognition result. 

This paper introduces a methodology, based an the above 
wnsideratiians, far rescoring the N-best hypotheses generated by 
a first step recognitioQ performed aller a short dialogue, by a 
system developed at France Telesom R&D for the whole French 
directory. 

Rescoring is performed by executing a full search on a matrix 
frame-by-frame acoustic likelihwds of all the phonemes. This is 
done using a variety of phoneme sequence statistical models and 
dynamic generation of wnstrained distortions of the canonical 
form. 

After a discussion on the state of the 8rt in section 2,  the theory 
and application of rescoring with dynamically generated 
plausible distortions will be presented in section 3 with 
preliminary results. In section 4, future work to improve the 
accuracy and the robustness of the rescoring is presented. 

2. RELATED WORK 

Dealing with the large amount of proper names in a directory 
assistance application, several specificities can be found that 
make the problem of pronunciation distortions even more 
difficult. Major causes for these difficulties and proposed 
solutions are reviewed in the following. 

2.1. Proper names in directory assistance application - The inner S ~ N C N ~ ~  of pmper n o m s :  the problem of the 
automatic speech recognition of proper names is a special one 
because proper names may have differcnt smcNre from 
common words and have special rules for the decomposition into 
sub-word units [16]. To handle this problem, in [16], a -mar 
based representation of proper names based on morphs is thus 
proposed, Morphs are recognized and names are derived from 
the recognized morphs. A grammar ofpossible morph sequences 
representing wards is provided and a phoneme representation of 
each morph is handsoded. 

The size of the laicon: in [I l l ,  it is proposed to build 
whole word models from phoneme HMMs for representing the 
280 surnames that carresponds nearly to all the Korean names. 
But, in most countries, the ret of proper names may include 
several hundred thousands names (for example, the IBM system 
described in 191 uses 280,OW names with finite state acceptors 
representing the combinations of units from a basic vocabulary 
of 76Kwords). In [9] ,  a claim is made that new recognition 
methods have to be developed, especially in the field of &er 
clustering, massive adaptation of previous calls, unsupervised 
sentence adaptation, or derivation ofpersonalized vocabularies. - Many non-native speakers or words there is evidence 
that current speaker independent recognition systems tend to 
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perform worse when recognizing non-native speech and that this 
is due to poor acoustic modelling [2]. In [IS] the wnjectore is 
made that foreign speakers t a d  to use phonemes from the native 
language (some language) to replace phonemes in the target 
language they do not know how to utter. A mapping between 
phonemes in the s o w e  and the target language can be obtained 
by forcing alignment of the target model and comparing this 
with the an initial setting of the mapping which can be further 
refined by using knowledge from phonetic literature and manual 

Moreover, it is noted in [9] that non-native speakers are a 
major so- of erron beeause they do not use the canonical 
pronunciation and that including new pronunciations in the 
finite-state name m a r s  is beneficial. 

It is the same for the pronunciation of foreign names by native 
speakers that may also be highly variable and unpredictable. 

transcription of sentences. 

* Unbown orthographic nomcriprion: if orthographic 
transcriptions o f a  proper name is not available (e.g., a name is 
proposed only by voice to a mobile telephone far recarding a 
phone numb@, then a baselinc word representation has to be 
determined only from phonetic transcriptions. A passibility 
could be that of matching the features of an uttered sentence to 
which a proper name or telephone number is associated with the 
description of the incoming sentence. This often requires a 
higher memory capability and has little generalization power. 
For such a reason in [I41 a method is proposed which generates 
models based on acoustic units. 

2.2. High and unpredictable variability of pranooeiatians 

Proper names have a high and unpredictable variability of 
alternate. A recent survey of the litemtore on alternate 
pronunciations can be found in [17]. To deal with this problem, 
WO types ofmethods are proposed: 

I .  In [6], it is argued that all possible alternatives to the 
canonical pronunciations should be available to a recognizer. It 
is proposed to find them using a Boltnnann machine which has 
binary inputs corresponding to letters and their wntext and 
binary outputs which can be mapped into phoneme symbols 
corresponding to the most l i d y  pronunciations of the input 

Some other approaches to automatic learning of alternate 
pronunciations arc described in [4, 151. The process has 
essentially four steps : generate alternative, align with reference, 
derive rule$ P N ~ C  N ~ S .  In [13], genetic algorithms are used far 
determining the letter and the phoneme contexts for text-to- 
phoneme rule translation A Nlc-based approach is proposed in 
[I21 that is based on N I ~  templates. 

2. Eynamic lerieons are lexicons based on decision trees with 
different banscription pmbabilities for different word context. 
The lexical representation used for decoding is dynamically 
determined based on the context. Details can be found in [SI 
where it is proposed to model the distribution of phone 
pronunciations jointly at the syllable and word levels. Since 
phones at syllable boundaries still vary with context, 
pronunciations in these models include dependencies on the 
neighboring baseform phone. Other form of context, such as 
word identity, speaking rate [7], word predictability, are included 
in the model. A training corpus is needed consisting of a phone 

shing. 

recognition transcript aligned to canonical dictionary 
pronunciation models 

In [SI, a solution to the open problem of the combination of 
sub-phone units is proposed. Multiple pronunciations for a name 
are derived by making vary the weight ofa linear combination of 
logarithms of the pmbabilities of the acoustic models and the 
sub-unit models 

Moreover, some of the phoneme modifications due to context, 
such as ?owel reduction and phoneme substitution are well 
caphued by triphone or context dependent models pmvided that 
enough training data have been used for these models. Syllable 
deletion, on the contrary requires explicit alternate 
pmnunciations [IO]. 

In practice it has been observed that most (as much as 85% in 
OUT experiment) of the phonemes of the canonical form are 
present in a pronunciation, but they often do not contribute to the 
sequence of maximum score. Frequent etmm for very large 
vocabularies are observed even if models for alternative 
pronunciations for each ward are used. This is due to several 
facts. namely: 

Alternate pronunciation models may be ineontct, 
* Same alternate pronunciations are not taken into account, 

Recognition errors are not taken into account 

3. ALTERNATIVE PRONUNCIATIONS AND 
RECOGNIZER ERRORS 

3.1. Experimental setup 

The test corpus consists of 1 WO Utterances of (first name-last 
name) from different speaken collected by France Telecom 
R&D in the frame d i t s  internal directory. 
The lexicon consists of the canonical phonetic transcri~tian of 

128Kdifferent (first name-last name) items 

The fint recognition step (baseline system) was performed by 
the France Telecom recognizer. As a result, it gives far each 
utterance: 

a N-best list of (first name-last name) items, 
* a phoneme lattice that contains the likelihood of the 

phoneme f at frame 1, corresponding to the signal part A,; 
P(A,lfJ. The frame step is 16ms. 

3.2. Rescoring process 

The approach proposed in this paper focuses on the dynamic 
generation of plausible distortions of canonical farms in a 
rescoring'phase in which the probability of the distortion 
depends an the natow and the evidence of the competing 
hypotheses. 

In order to analyze Ihe effect of distortion, a simple unigram 
phoneme model is used for this putpose. losection penalties are 
scored by a dirtonion pmbability in a Bayesian decision 
framework. As this probability is  conditioned by a very large 
population of different events, event descriptions are obtained 
and bmad classes ofdescriptions are inlmdllced in analogy to the 
clustering ofword histories in language modeling 
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Descriptions lake into account the shared sequences of 
phonemes between competing hypotheses because their 
modifications may have a similar effect on competing 
hypotheses without affecting the ordering after rescoring. 

Search in the lattice ofphoneme hypotheses is carried to find the 
word W (with the canonical phonetic transcription W,) of the N- 
best list that maximizes the following posterior probability: 

Where 'I is a path in the phoneme lanice, A is a sequence of 
vectors of acoustic parameters. The recognized ward can be 
obtained by the following decision d e :  

W* = argmax @(A I r)P(r)P(W,lrA)} (2) 
W' 

W e  rescoring is based on a A' decoding strategy. A unigram 
phonotactic d e l  was used, obtained with the canonical forms 
ofthe entire directory. In addition to the effect ofthe phonotactic 
model, this type of rescoring benefits fiom the possibility of 
performing an admissible exhaustive search of the best 
segmentation. 

32. Flrst experimeae simple rescoring 

A first experiment was conducted assuming P(W.lrA)=I and 
Iwkiing for thc segmentation of the canonical form of each 
candidate ofthe N-best list using the scare: P(AIT)P(T). 

Table I summarizes the results obtained by rescoring the 5-best 
list. The comtness  penentagc of rank i corresponds to the 
occurrence of the correct name in the first i elements of the 5- 
bcst. Even with no alternate pronunciation, significant 
improvement were obtained over the baseline system. 

r w i n  I %coneetafter I %coneetafter I 

Table 1: Improvements after the rescoring step 

33. Second experimeak rescoring with one insertion 

The consideration of possible distortions has to proceed by steps 
in which knowledge is applied to introduce families of plausible 
phonetic and phonological phenomena. 

Phoneme substitution is often taken into account in the mixture 
of Gaussians used in context-dependent phone models. On the 
contrary, phoneme insertion, that has a high evidence in the 
acoustic data, is probably due to a distortion introduced by the 
speaker. In order to perfom a systematic investigation, only one 
insertion was allowed for a sequence (first-name-last name}. 

It is well hnom, in Frmch, that silence [sill segments can be 
inserted between two phonemes (this is kequent for certain pairs 
ofconsonants, like [m][n]) and that the vowel [e] can be inserted 
after a consonant at the end of a utterance 
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If a phoneme [y] is inserted between string B and string E, thc 
following probability, according to the equations ( I )  and (2) 
should take into account the plausibility ofthis insertion: 

P(W,lrA)=P(BEIByE,A) (3) 

The probability in (3) should express the evidence that phoneme 
[y] is inserted because it makes more natural the pronunciation 
of E after B or is inserted by an enor of the recognizer because it 
represents an intermediate configuration of the features at the 
end of B and those at the beginning of E. 

As it would bc impossible in practice to estimate directly fmm 
data this probability for every strings B and E and for every A, in 
analogy with what is  done for language modeling, strings BYE 
are clustered into sequmces of a limited number of symbols and 
A is represented by qualitative descriptors of the acoustic pattern 
around y. 

For the insertion of a silence, the plausibility of inserting 
between the first phoneme of E and last phoneme of B was 
represented by two symbols (Hhigh and L low). Furthermore, a 
qualitative evidence of y, in the context of the preceding and the 
following phoneme was evaluated with the symbol derived &om 
histograms of posterior probabilities. The silence duration was 
evaluated as short: S and long: L. As not enough data were 
available for a reliable estimation of the probability in the (3). 
such a probability was set to 1 when the description 
corresponded to high plausibility and zero otherwise. The results 
an reported in Table 11. 

Table 2: Improvements obtained by rescoring considering [rill 
and [e] ( d )  insertions. 

It appears that. even with simple insertion Iype, the use of 
symbols, derived fmm histograms, to assess plausibility leads to 
a noticeable improvement. 

4. FUTURE WORK 

Research continues by exploring ways of improving the 
accuracy and the robustness of the rescoring process by 
representing distortion plausibility using the evidence of 
phonetic features and by integrating a multidecoder scheme in 
the first recognition step. 

4.1. Represehting plausibility by using features evidence 

Let be a set of K phonetic feahlres (e.g. the binary feahlre system 
described [3]. At each frame 1, far the ktb feature, it is possible to 
compute an index of presence R, by: 
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CP(A.  I OP(O 
Xb G (pa = 

where S.  is the set ofphonemes in h m e  t having the k'' feature. 
We can then define a symbol xu that represents an interval 

obtained by histogram analysis of the distribution of n,. A path 
T in the phoneme lattice is then defined by a sequence of frames 
each of which can be described by a vector X, of indices of 
evidence for different phonetic featores: X,=[x ,,.. ..,xkt .._.. xlu] 

The plausibility of insetting the phoneme [y] between the 
phonemes [a] and b] can be estimated by: 

C P ( A ,  I W(0 
dl &b7- f 

where K.) is a discrepancy function. X.) is equal to zero if 
u - x k  are the same symbols or represent a monotonic 
Imnsition. X.) increases with the minimum distance of x,+ w.c.t. 
the set of symbols representing a monotonic transition between 
x., and xW. 

4.2. Multiple decoders 

A multiple decoder scheme as shown in Figure 1 will also be 
considered. Each decoder uses models o f  different units 
attempting to capture types of regularities in phoneme strings, 
phonotactics, environment knowledge. Different acoustic 
parameters and rewgnition paradigms (HMMs, NNs, SVM) can 
also be considered, as well as, different acoustic features with, 
for example, variable time-frequency resolutions. 

I I =  I 

D m D m  I w 
Fig. I: Multiple decoder scheme. 

Each decoder has a different set ofphoneme models (syllablc- 
based, pseudo-syllable based, diphone based, bigram, etc.) and 
generates K lattices of phoneme hypotheses: P,(AlQ and 
different strings of unit symbols. Rescoring of the word 
hypotheses for which the global score from the K decoders is 
maximum, could be either based on me lattice or based on a 
combination of the K lattices. 
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