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Abstract— Medical image processing fuses the image process-
ing technologies in the medical disciplines. Particularly, computed
tomography images provide a 3D vision of any part of the
human body. These 3D images are generated by CT-Scanner
devices. In this paper, we propose an advanced method of CT-
Scanner identification from its 3D images. Basically, we analyze
the sensor noise in order to identify the source CT-Scanner. For
each CT-Scanner, we build three dimension identifiers regarding
the three directional axes ’X’, ’Y’ and ’Z’. The dimension
identifier consists of a reference pattern noise and a correlation
map. To identify the source CT-Scanner from a tested slice,
we compute the correlation between each dimension identifier
of each device and this tested slice. The highest correlation
value represents an indicator to the source CT-Scanner and the
acquisition directional axis. To isolate the pure noise, we use
a wavelet based denoising algorithm. Experiments are applied
on three different CT-Scanners. 10 3D images are selected from
each CT-Scanner, each 3D image is composed of 512 slices. As
a result, we are able to identify the acquisition CT-Scanner and
the acquisition dimensional axis.

Keywords— Digital forensics, Device identification, Authentica-
tion, Pattern noise, Sensor noise, Denoising theory, Correlaion,
Photo-response-non-uniformity.

I. INTRODUCTION

Computed tomography [1] or CT-Scan is used to generate a
3D representation of any part of the body. Generally, these 3D
images are stored as DICOM files [2]. DICOM file consists of
meta-data file and image content. Meta-data file contains all
the related information about the image content. CT-Scanner
identification is about finding the link between the images
and its source CT-Scanner. It is considered as an important
application in the absence or unauthenticated meta-data files.
Especially, when these images are used in law applications,
they cannot provide a strong evidence, since its header meta-
data file is easily modifiable. We are in need to know the
source of these images in order to authenticate them. Image
forensics [3], [4], [5] is the used technology to achieve this
goal. One technique of image forensics is the analysis of
sensor pattern noise that was first proposed by [6]. The
basic component of the sensor pattern noise is the photo-
response non-uniformity (PRNU). It is the result of pixel non-
uniformity, that represents the pixel sensitivity to the light [6].
PRNU is considered the most important part of the sensor
pattern noise, it serves as a unique fingerprint for each device
[7], [8]. The properties of PRNU that make it an ideal concept
in the image forensics [9]:

• Its noise pattern is a unique one regarding each sensor.

• Each sensor has a PRNU, and all images of the same
sensor inherit it.

• It is robust to most of the image processing operators.
• It is stable during the time and under different physical

conditions.

Many related work about the device identification are found.
Previous work in [10] and [11] studied the statistical features
of images in order to identify the source camera. Similarly,
a lot of other work is existed on the photo response non-
uniformity (PRNU) in [6], [7], [12]. The PRNU methods
construct the base of device identification. It provides a unique
fingerprint for each device, this fingerprint is used to identify
the devices even for the same brand and model. In addition to
its simplicity, it processes the device image without need to
access the device itself. In [13] the authors proposed a solution
to the contamination problem, they attenuated the influence of
details from the content on the fingerprint noise to improve the
rate of device linking. Actually, all of these work is limited to
the digital camera identification. In addition to some work
on digital flatbed scanner identification, this work depends
on the reference pattern noise in spatial domain [14] and the
frequency domain [15].

Talking about medical device identification, very few work
can be found. In [16] the authors studied the noise character-
istics and compared it between two CT-Scanners of different
manufactures. Another proposed method on identification is
existed in [17], but it is on the primitive 2D images of
radiography. Particularity, about our basic concern, the CT-
Scanner identification, in [18] we presented a first analysis of
this problem, but however, it was limited to the acquisition
directional axis. We were not able to identify the images that
were reformatted on ’X’ or ’Y’ directional axes.

In this paper, we present an advanced analysis of the CT-
Scanner identification. Since the CT-Scanner images are in
three dimensions, we propose an identifier for each dimen-
sional axis. This dimension identifier is considered as a unique
one, it consists of both the reference pattern noise [6], [7] and
the correlation map [19], [20]. Generally, each CT-Scanner has
three dimension identifiers regarding the three dimensions. The
noise is basically extracted using a wavelet-based denoising
algorithm, its 2D reference image is built. The correlation
map gives an importance percent for each pixel of the noise
reference, this importance depends on its position. Finally, the
CT-Scanner and the acquisition dimensional axis are identified
based on the correlation between the noise of the tested slice
and the dimension identifiers.
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Fig. 1. Method overview.

The rest of this paper is organized as follows. In Section 2,
we present our proposed method for CT-Scanner identification,
dimension identifier and the identification by correlation. In
Section 3, we show our experimental results in addition to
some discussions. In section 4, we conclude and provide our
plan for the coming work.

II. CT-SCANNER IDENTIFICATION METHOD

The core of our proposed method is to extract the dimension
identifier regarding the three directional axes of each studied
CT-Scanner, as illustrated in Fig.1. In this section, we present
how to build the dimension identifier of each directional axis
of the CT-Scanner images. Then, how to compute both the
reference pattern noise and the correlation map of each dimen-
sion identifier. Finally, how to compute the correlation between
the noise component of the tested slice and the dimension
identifier. How the correlation value leads us to identify both:
the acquisition device and the acquisition dimensional axis.

A. Dimension Identifier

The main goal of the dimension identifier is to extract a
unique fingerprint of each CT-Scanner, this fingerprint will be
used to identify it later. Since the CT-Scanner devices produce
3D images, we built an identifier regarding each dimension or
directional axis: ’X’ identifier, ’Y’ identifier and ’Z’ identifier.
This dimension identifier is consisted of the reference pattern
noise and the correlation map. We applied our work on a group
of images regarding each device, and extracted three identifiers
according to the three dimensions:

1) Reference pattern noise: Using a wavelet-based denois-
ing algorithm described in Appendix A, we extracted the
noise component of the studied image, then we suppressed the
artifacts in the correction step as described in Appendix B. For
each dimension identifier, we built a reference pattern noise.
Generally, for each device, three references of pattern noise
are built regarding the three dimensional axes. According to a
specific dimension of a specific device, we selected multiple
slices, these slices contain a pure noise. Then, we averaged
the noise slices to generate a 2D reference pattern noise,
that represents the approximate PRNU. This average operation
removes the random noise, from the other hand it increases
the PRNU noise.

RPN =
1

N

N∑
i=1

n(i), (1)

where RPN is the reference pattern noise, N is the number
of noise slices and n is the noise component.

We continue the averaging to extract the three references of
pattern noise of each 3D image of each tested device, RPN of
’X’, RPN of ’Y’ and RPN of ’Z’.

2) Correlation map: The purpose of correlation map is to
give an importance percent for each pixel in the reference
pattern noise, this importance comes from its position. Since
the edge pixels are masked in the noise reference generation,
so in the last reference noise, not all the pixel positions take
the same importance, while it was served as an edge in some
slices. In the correlation map, the pixel value represents its
frequency as an edge in the reference noise slices:
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map(i, j) =
∑

I∈RPNslices

maskI(i, j) (2)

where map is the edge frequencies and maskI is the edge
mask of I .

Now the correlation map values should be inversed to
mask the edge pixels, and divided by the maximum value
for normalization. Each pixel value represents its importance
regarding its frequency as an edge. The pixel with high edge
frequency has a lower importance, while the pixel with low
edge frequency has a higher importance:

corr map(i, j) =
Inv(map(i, j))

max(map)
, (3)

where corr map is the correlation map, Inv is the inversion
factor and max is the maximum value of map.

B. Identification by correlation

To test a new slice, we are in need for two information,
the first one, is the acquisition CT-Scanner, and the second
one, is the acquisition dimensional axis. The correlation step
is applied on the three dimension identifiers of each studied
device. Basically, the correlation is computed between the
noise of the tested slice and the reference pattern noise. This
correlation is calculated depending on the correlation map. The
highest correlation value represents our guide to the source
CT-Scanner and the acquisition dimensional axis:

˜RPN(i, j) = RPN(i, j)×map(i, j), (4)

here RPN is the reference pattern noise and map is the
correlation map.

ñ(i, j) = n(i, j)×map(i, j), (5)

where n is the noise component and map is the correlation
map. And the correlation is:

corr(ñ(z),˜RPN) =
(ñ(z) − ¯̃n(z)).(˜RPN −˜RPN)

‖ñ(z) − ¯̃n(z)‖‖˜RPN −˜RPN‖
, (6)

where z represents the slice number.

III. EXPERIMENTAL RESULTS

Our experiments were applied on 10 3D images from three
CT-Scanners. Each 3D image consists of 512 slices, 5120
slices of Siemens 1, 5120 slices of Siemens 2 and 5120
slices of General Electric. As a general, 15360 slices from
the three CT-Scanners were used. All the images have the
same parameters (Beam energy: (120, 140) KV, Pitch value:
(0.5, 1), Reconstruction: (soft, hard)). Table III illustrates the
properties of experimental images.
All of these images were reconstructed on ’Z’ directional axis,
we re-sampled it on the same axis to build the isotropic voxels.
Then, to extract the images of ’X’ and ’Y’ dimensional axes,
we reformatted each image of each device on ’X’ dimensional
axes, then we reformatted it on ’Y’. This reformatting was

Table 1. Properties of the experimental images.

Siemens 1 Siemens 2 GE
Content phantom phantom phantom

Nb of images 10 10 10

Nb of slices 5120 5120 5120

Size (pixels) 512x512 512x512 512x512

Bits per pixel 16 16 16

Slice thickness 1mm 1mm 1mm

Pixel size 1mm 1mm 1mm

Nb of slices of RPN 500 500 500

Nb of tested slices 500 500 500

basically done by rotation around the dimensional axes.
Regarding each device, we selected randomly 100 slices
from each image, then we repeated the same selection on
each dimensional axis. Finally, we have 1000 slices of each
dimensional axis. From these 1000 slices, 500 slices were used
to build the dimension identifier. The rest 500 slices were used
for testing.

Fig.2 illustrates an example of an original slice from a
3D image of phantom. This image was acquired by the first
Siemens device, this figure contains the same slice from three
directional axises, Fig.3 illustrates the noise component of the
same slices.

Fig. 2. Original slices from Siemens 1 (X dimension, Y dimension, Z
dimension).

Fig. 3. Noise component from Siemens 1 (X dimension, Y dimension, Z
dimension).

Actually, in Fig. 3 we can notice that in addition to the
noise, there are some edges or traces that rest in the slices. To
remove these traces, we applied a noise correction step. In the
correction step, we built an edge mask regarding each slice as
illustrated in Fig. 4.

Then we applied the mask of Fig. 4 on the noise component
of Fig. 3 to extract the pure noise of each slice as illustrated
in Fig. 5: Then, we applied an averaging operation on the
500 selected slices, these selected slices contain noise only.
Regarding each dimension, we extracted the reference pattern
noise. Fig. 6 illustrates the reference pattern noise from
Siemens 1 on each dimensional axis:
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Fig. 4. Edge mask from Siemens 1 (X dimension, Y dimension, Z
dimension).

Fig. 5. Pure noise component without traces from Siemens 1 (X dimension,
Y dimension, Z dimension).

Fig. 6. Reference pattern noise from Siemens 1 (X dimension , Y dimension,
Z dimension).

To build the correlation map of each directional axis of each
device, we used the edge mask slices of the same ones that
were used to build the reference pattern noise. Each pixel
in the correlation map represents the frequency of the same
pixel position in all slices of the reference pattern noise being
served as an edge. Fig. 7 illustrates the correlation map of
each dimensional axis from Siemens 1.

Fig. 7. The correlation map from Siemens 1 (X dimension , Y dimension,
Z dimension).

We can notice that all the information in the General Electric
images is centered in a circle of diameter equal to the image
height or width, so we build a mask to keep a common space
in all the references to apply the correlation with.
Finally, we calculated the correlation between the tested slices
of each tested group and the three dimension identifiers of
each device, the correlation is calculated between the noise
component of the tested slice and the reference pattern noise
depending on the correlation map of each dimension identifier.
This correlation is computed directly, where there is almost no

CPU time consumed.

Fig.(8), (9) and (10) illustrate the correlation values between
each tested group of each device and the dimension identifier
of each one. In each plot, the ’X’ axis represents the tested
slice number and the ’Y’ axis represents the correlation value,
we can notice that the correlation values between the tested
slices and the dimension identifier of the same device and the
same directional axis are always the highest.

(a) Test slices from Siemens 1 and all the dimension identifiers

(b) Test slices from Siemens 2 and all the dimension identifiers

(c) Test slices from General electric and all the dimension identifiers

Fig. 8. Correlation between tested slices of ’X’ directional axis from the
three CT-Scanners and the nine dimension identifiers of each one.

From Fig.8 and Fig.11, we notice that:

• (a) The best identification percent on ’X’ axis was reg-
istered for the first device of Siemens, where 92.2 %
of the tested slices were correctly classified as acquired
from the first Siemens, its dimensional axis was correctly
identified as ’X’.

• (b) 88.6 % of tested slices were classified correctly as
acquired from Siemens 2, with correct dimensional axis.

• (c) 73 % of tested slices were classified correctly as
acquired from General Electric, with correct dimensional
axis.

In addition, most of the tested slices on ’X’ axis that were not
classified correctly in each tested group were associated with
the same directional axis of another device:

• 5.8% of tested slices from Siemens 1 on ’X’ directional
axis were associated with the ’X’ axis of the Siemens 2.

• 9% of tested slices from Siemens 2 on ’X’ directional
axis were associated with the ’X’ axis of the Siemens 1.
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• 6.6% of tested slices from General Electric of ’X’ di-
rectional axis were associated with the ’X’ axis of the
Siemens 2.

(a) Test slices from Siemens 1 and all the dimension identifiers

(b) Test slices from Siemens 2 and all the dimension identifiers

(c) Test slices from General Electric and all the dimension identifiers

Fig. 9. Correlation between tested slices of ’Y’ directional axis from the
three CT-Scanners and the nine dimension identifiers of each one.

From Fig.9 and Fig.11, we notice that:

• The identification accuracy is 100 %, where the source
CT-Scanner was identified correctly for all the tested
slices of the first Siemens and the second one, the ’Y’
directional axis was identified correctly also.

• 99.6 % of tested slices were classified correctly as ac-
quired from General Electric, and its directional axis was
’Y’.

From Fig.10 and Fig.11, we notice that the identification
accuracy is 100 %, where the source CT-Scanner was identified
correctly for the three CT-Scanners on ’Z’ directional axis.

From Fig.11 also, we noticed that the identification on ’Y’
and ’Z’ axis, generally, is more accurate than ’X’ axis.

IV. CONCLUSION AND FUTURE WORK

In this paper, we proposed an advanced analysis of the
sensor pattern noise, that is used to identify the CT-Scanner.
Our experiments show the strong ability of our proposed
method to identify the source CT-Scanner, the acquisition
directional axis and the source CT-Scanner for any slice from
whatever directional axis.

In the coming work, we will study the influence of ac-
quisition parameters and image compression on our proposed

(a) Test slices from Siemens 1 and all the dimension identifiers

(b) Test slices from Siemens 2 and all the dimension identifiers

(c) Test slices from General Electric and all the dimension identifiers

Fig. 10. Correlation between tested slices of ’Z’ directional axis from the
three CT-Scanners and the nine dimension identifiers of each one.

Fig. 11. Identification accuracy

method.

V. APPENDIX

A. Denoising algorithm

In the frequency domain, we apply a Wiener filter based
wavelet transformation [21], [22], [23]. Basically, this algo-
rithm is composed of two parts. First, local variance estimation
of the wavelet components. Second, denoising these compo-
nents using Wiener filter [24] as follows:

• Compute four levels of wavelet decomposition of the
original image. In each level, mark out the three high
frequency sub-bands that are horizontal, vertical and
diagonal. For four levels of wavelet decomposition with
three sub-bands in each level we have 12 sub-bands for
each processed slice.

• For each wavelet sub-band, based on the pixel neighbor-
hood with four levels. From the first boundary neighbors
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with square size of (3x3) to the fourth boundary ones
with square size of (9x9), we apply the local variance
estimation:

σ̂2
W (i, j) = max

⎛
⎝0,

1

W 2

∑
(i,j)∈W∗W

(
X2(i, j)− σ2

0

)
⎞
⎠ ,

(7)
where W ∈ {3, 5, 7, 9} refers to the neighborhood size,
X is the wavelet sub-band and σ0 is an initial integer
constant value that we tuned manually, σ0 ∈ [1, 6].
Among the four previous values regarding the four levels
of neighborhood, we select the minimum value as the
estimated variance:

σ̂2(i, j) = min
(
σ2
3(i, j), σ

2
5(i, j), σ

2
7(i, j), σ

2
9(i, j)

)
,
(8)

• Denoise the wavelet sub-bands using Wiener filter, that is
a minimum mean square error filter. It has the capabilities
of handling both the degradation function as well as the
noise that has corrupted the signal:

Xden(i, j) = X(i, j)
σ̂2(i, j)

σ̂2(i, j) + σ2
0

, (9)

where X is the wavelet sub-band.
• Apply the inverse wavelet transformation on the denoised

wavelet sub-bands to get the denoised component F (s)
of the original image s.

B. Noise extraction and correction

To extract the noise, we apply a subtraction between the
original slice and the denoised one that is a result of the
denoising method.

n(i) = s(i) − F (s(i)), (10)

where n is the noise component, s is the slice, F () is the
denoising function and i is the slice number.

As a result of the subtraction operation, we get the noise
component, but in addition to the noise, there exist another
traces or edges that rest in the noise image. To get deal with
this kind of traces, we apply the noise correction step, we
apply an edges detection on the original image in order to
extract the edges that exist in the slice [14] as follow:

• Apply a blurring filter to remove the noise.
• Compute the gradient of each pixel.
• Compute the norm of the gradient for each pixel and

create the image of the values.
• Finally, threshold the norm image to extract the maximum

local value that represents the edges mask.

Finally, we apply the mask of edges detected image on the
image of subtraction result to get the pure noise image without
any traces or edges.
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[10] O. Celiktutan, İ. Avcibaş, B. Sankur, and N. Memon, “Source cell-
phone identification,” IEEE Signal Processing and Communications
Applications, pp. 1–3, April 2006.

[11] M. Kharrazi, H.T. Sencar, and N. Memon, “Blind source camera
identification,” in Image Processing, 2004. ICIP ’04. 2004 International
Conference on, Oct 2004, vol. 1, pp. 709–712 Vol. 1.

[12] X. Kang, Y. Li, Z. Qu, and J. Huang, “Enhancing source camera
identification performance with a camera reference phase sensor pattern
noise,” Information Forensics and Security, IEEE Transactions on, vol.
7, no. 2, pp. 393–402, April 2012.

[13] C. T. Li, “Source camera identification using enhanced sensor pattern
noise,” Trans. Info. For. Sec., vol. 5, no. 2, pp. 280–287, 2010.

[14] N. Khanna, A. K. Mikkilineni, G. T.-C. Chiu, J. P. Allebach, and
E. J. Delp, “Scanner identification using sensor pattern noise,” in
SPIE Conference on Security, Steganography, and Watermarking of
Multimedia Contents, Edward J. Delp and Ping Wah Wong, Eds., 2007,
vol. 6505.

[15] C.-H. Choi, M.-J. Lee, and H.-K. Lee, “Scanner identification using
spectral noise in the frequency domain,” in Image Processing (ICIP),
2010 17th IEEE International Conference on, Sept 2010, pp. 2121–2124.

[16] J. B. Solomon, O. Christianson, and E. Samei, “Quantitative comparison
of noise texture across CT scanners from different manufacturers,”
Medical physics, vol. 39, no. 10, pp. 6048–55, October 2012.

[17] Y. Duan, G. Coatrieux, and H. Shu, “Identification of digital radiography
image source based on digital radiography pattern noise recognition,”
in Image Processing (ICIP), 2014 IEEE International Conference on.
IEEE, 2014, pp. 5372–5376.

[18] A. Kharboutly, W. Puech, G. Subsol, and D. Hoa, “Ct-scanner identifi-
cation based on sensor noise analysis,” in Visual Information Processing
(EUVIP), 2014 5th European Workshop on. IEEE, 2014, pp. 1–5.

[19] C. Shi, N.-F. Law, H.-F. Leung, and W.-C. Siu, “Weighting optimization
with neural network for photo-response-non-uniformity-based source
camera identification,” in Asia-Pacific Signal and Information Process-
ing Association, 2014 Annual Summit and Conference (APSIPA), Dec
2014, pp. 1–7.

[20] L.-H. Chan, N.-F. Law, and W.-C. Siu, “A two dimensional camera
identification method based on image sensor noise,” in Acoustics, Speech
and Signal Processing (ICASSP), 2012 IEEE International Conference
on, March 2012, pp. 1741–1744.
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denoising via the wavelet transform, INTECH Open Access Publisher,
2011.

[23] P. Gravel, G. Beaudoin, and J. A. De Guise, “A method for modeling
noise in medical images,” Medical Imaging, IEEE Transactions on, vol.
23, no. 10, pp. 1221–1232, 2004.

[24] N. Jacob and A. Martin, “Image denoising in the wavelet domain using
Wiener filtering,” Unpublished course project, 2004, [Online], Project
Report, Available: http://homepages.cae.wisc.edu/∼ece533/project/
f04/jacob martin.pdf.

330 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


