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What is muscle segmentation ?

Axial slice of the thigh of a healthy volunteer (Dixon image)

A manually segmented viewA non segmented view



� To study each muscle selectively, for a better 

characterization of neuromuscular disorder.

� To access volumetric muscle changes.

Purposes of muscle segmentation: 



� Manual 

� Extremely long (4 hours)

� Tedious

Variable (Inter-operator volume 

Today : segmentation of all 

muscles of a human thigh is :

Why is automatic Segmentation 

challenging?

� Multi-object, partial contours, no 

distinctive texture

� Large inter-subject variations

From manual to automated segmentation…

� Variable (Inter-operator volume 

variability: 3 %)

Example of missing contours



For comparison and volume assessement :

The vastus lateralis (VL), vastus intermedius (VI), vastus medialis (VM),

and rectus femoris (RF) muscles of the 10 subjects were manuallyand rectus femoris (RF) muscles of the 10 subjects were manually

outlined for all of the slices by the same investigator Because

substantial fusion may be found between VL and VI on some slices

(3), these two muscles were outlined Together.









� The techniques described in this work are dedicated to 

muscle volume assessement and does not offer an accurate 

segmentation technique.

� Accurate volume estimation requires the manual 

segmentation of an important number of slicessegmentation of an important number of slices

Need of accurate segmentation with little  intreaction



Automatic muscle group segmentation through the registration of

a model on the image and using as internal forces an average of

rigid local transforms.
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Gilles et al (MICCAI 2008)

Model construction

1- manually segment a 

given reference image.
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Gilles et al (MICCAI 2008)

Model construction

2- For each vertex of 

the mesh, Learn

intensity profile in the 

normal direction
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Shape registration : 

1- First rough 

registration based on 

bone position
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Source:  http://www.cs.ubc.ca/~bgilles/
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Shape registration : 

1- First rough 

registration based on 

bone position
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Source:  http://www.cs.ubc.ca/~bgilles/



Gilles et al (MICCAI 2008)

Shape registration : 

2- For each vertex of the 

mesh search for :

• The voxel that have 

the closest intensity the closest intensity 

profile to the reference 

one. 

• The voxels that have a 

maximum gradient

The target point is the 
mean of these two 
point.  



Gilles et al (MICCAI 2008)

Shape registration : 

Define external forces as 

the forces that will 

deform the mesh 

toward the target points 

defined previouslydefined previously

!!! Important 
deformation may lead 
to a non smooth 
contours and to a 
solution that not 
correspond to the 
expected form of a 
muscle 



Aims  to constrain the deformations of the shape due to external forces and 

to keep it similar to the reference one.  

Performs a mapping of the model vertex to the target pixels based on local 

rigid transforms.

Gilles et al (MICCAI 2008)

Shape registration :   internal forces

� To insure smoothness of deformation, the neighboring vertexes in the 

reference model are clustered and each cluster is deformed using a rigid 

transform to much the target points.



Gilles et al (MICCAI 2010)



Gilles et al (MICCAI 2008)
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Gilles et al (MICCAI 2008)

Segmentation result

++ among the first 

solutions for muscle 

segmentation

++ many muscles are 
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Source:  http://www.cs.ubc.ca/~bgilles/

++ many muscles are 

well delineated

-- inspite of a good 

contrast some

segmentation error are 

observed and they are 

due to the model



1- Shape Model is discrete and based on landmarks.

2- Segmentation is equivalent to a registration of set of landMark on 

the image to segment.

3- Only one muscle is segmented.



Model learning : shape 

Wang et al (MICCAI 2010)

1- Register all the training image together 

2- Find a consistent set of landmarks, between all the training image



Model learning : shape 

Wang et al (MICCAI 2010)

1- Register all the training image together 

2- Find a consistent set of landmarks, between all the training image

How to describe the model :

1- Consider the length of couple of landMarks (pb de scale invariance)



Model learning : shape 

Wang et al (MICCAI 2010)

1- Register all the training image together 

2- Find a consistent set of landmarks, between all the training image

How to describe the model :

1- Consider the length of couple of landMarks (pb de scale invariance)

2- Consider the normalized length of all triplets of landMark.

Over the training set we can probability distribution function of these distances.



Model learning : appearance

Wang et al (MICCAI 2010)

1- In addition to geometrical properties, local appearance properties of each 

landmark are learnt. 



Segmentation � a correspondence problem that requires detection for the 

model points in the image or  finding a set of correspondences for each 

landmarks.

1- For a new image to segment 

and for each landmark, find the 

corresponding one using block 

matching technique.

Wang et al (MICCAI 2010)

. .

.

. ..

matching technique.

�If the best much is selected, 

we can find many false positive 

and the shape model is not 

respected.

� consider many candidates 

that have similar appearance 

and then select the ones that 

they are close to the shape 

model



L1

L3

L3

L3

that minimize 

Use discrete optimization technique applied to high order Markov field [1].

[1] N. Komodakis, G. Tziritas, and N. Paragios. Performance vs computational efficiency for optimizing 

single and dynamic mrfs: Setting the state of the art with primal dual strategies. Comput. Vis. Image 

Und. (CVIU), 112(1):14–29, 2008



Conclusions :

� No segmentation results are provided, the evaluation was expressed in 

terms of how resulting landmarks are close to the manually placed landmark.

� Only one muscle is segmented but this technqiue could be easily extended 

to deal with several muscle segmentations.

Wang et al (MICCAI 2010)

� It is hard to imagine that a software can find in a consistent manner 

landmarks in different volumes, because muscle surface is very homogeneous 

and smooth.



1- Construct a Model using PCA

2- Align the model to the image using two information

2.1 – image contours obtained using an edge detector

2.2 – intensity model to detect, background, subcuteneous fat and 

muscles.



Model definition :  A probabilistic map that assigns for each pixel the 

probability of belonging to one specific muscles.



Model construction :

1- realign the different training segmentation using the anatomical images.

2- Apply the ILR transform which is a projection of the probability vector in 

a multi-dimensional with real value and lower dimension.

Andrews et al (MICCAI 2011)



Model construction :

1- realign the different training segmentation using the anatomical images.

2- Apply the ILR transform which is a projection of the probability vector in    

a multi-dimensional with real value and lower dimension.

3- performing a PCA on the training sample, the shape is parameterized as :

Andrews et al (MICCAI 2011)

3- performing a PCA on the training sample, the shape is parameterized as :

4- Shape energy term enforces a Mahalanobis type penalty  to allow 

components corresponding to eigenmodes of greater variance to vary more



Registration of  the model to the image

1- extract image contours 

Andrews et al (MICCAI 2011)



Andrews et al (MICCAI 2011)

Registration of  the model to the image



Results & Validation

Andrews et al (MICCAI 2011)

Registration of  the model to the image



Results & Validation

Andrews et al (MICCAI 2011)



Segmentation with random walks  (Grady, 2006 )

Let’s consider a walker that is 

moving randomly on the 

ground, to progress from one 

position, he had many 

possibilities.

The probability of moving to a 

specefic position is inversily specefic position is inversily 

proportionnel to the effort 

spent to make the step. 

The walker will prefer easy path 

(flat) then more difficult ones 

(bumpy ground) 



Segmentation with random walks  (Grady, 2006 )

Assume that there are some 

landmarks on the ground. 

Q:  What is the probability that 

the random walks arrives first 

to the green/red/ purple 

landmark ?



Segmentation with random walks  (Grady, 2006 )

A : The random walk algorithms



Segmentation with random walks  (Grady, 2006 )

Non segmented view with drawn seeds automatic segmentation



Segmentation with random walks  (Grady, 2006 )

Graph based formulation



Segmentation with random walks  (Grady, 2006 )

Transition probabilities definition



Segmentation with random walks  (Grady, 2006 )

Labelling



Segmentation with random walks  (Grady, 2006 )

Objective function : 



Segmentation with random walks  (Grady, 2006 )

Objective function



Segmentation with random walks  (Grady, 2006 )

Objective function



Segmentation with random walks  (Grady, 2006 )

Results : it naturally respects weaks boundary



Segmentation with random walks  (Grady, 2006 )

Application to muscle segmentation

non segmented view with 
drawn seeds

automatic segmentation



Segmentation with random walks  (Grady, 2006 )

Application to muscle segmentation

manual segmentationa non segmented view



� User interaction: drawing “seeds” 

� 20 min instead of  4 hours

� Random Walk computation (< 5 min) 

Segmentation with random walks  (Grady, 2006 )

Application to muscle segmentation

� Random Walk computation (< 5 min) 

� Accuracy of the Random Walk 

segmentation: 90%



RW & Prior Shape Model (Baudin et al MICCAI 2012)

Objective function : 

Mean shape The random walker is guided by the

muscle shape model instead of

seeds.



RW & Prior Shape Model  (Baudin et al MICCAI 2012)

Objective function : 



RW & Prior Shape Model  (Baudin et al MICCAI 2012)

Weight s  of the prior knowledge : constant weight



RW & Prior Shape Model  (Baudin et al MICCAI 2012)

Weight s  of the prior knowledge :  Entropy



Weight s  of the prior knowledge :  Gaussian weights

RW & Prior Shape Model (Baudin et al, MICCAI 2012 )



Weight s  of the prior knowledge :  Confidence map

RW & Prior Shape Model (Baudin et al, MICCAI 2012 )



RW & Prior Shape Model (Baudin et al, MICCAI 2012 )

Experimental results

Comparing performances for various weighting schemes.  the boxplots are 

generated from Dice coefficients for all labels (4 muscle database).



RW & Prior Shape Model (Baudin et al, MICCAI 2012 )

Experimental results

Comparison of our method (bottom box) with the “registration” method 

(top box) and the method from (Gilles and Pai, 2008) (middle box). 

Dataset : subset of the 4 muscle dataset with only 15 test volumes.



RW & Prior Shape Model (Baudin et al, MICCAI 2012 )

Experimental results



RW & Prior Shape Model (Baudin et al, MICCAI 2012 )

Experimental results



RW & Prior Shape Model (Baudin et al, BMVC 2012 )

Mean shape and principal 

variation mode

The random walker is guided 

by the muscle shape model 

instead of seeds. 



RW & Prior Shape Model (Baudin et al, BMVC 2012 )

Model construction using PCA



RW & Prior Shape Model (Baudin et al, BMVC 2012 )

Model construction using PCA



RW & Prior Shape Model (Baudin et al, BMVC 2012 )

Objective function



RW & Prior Shape Model (Baudin et al, BMVC 2012 )

Experimental results



RW & Prior Shape Model (Baudin et al, BMVC 2012 )


