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- Among 23 people, two of them have the same birthday with probability $> \frac{1}{2}$.
- If items are sampled from a set $S$ and i.i.d., a collision occurs with high probability after $O(\sqrt{|S|})$ steps.
- The uniform law is the worst case.
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Applying the birthday paradox to AKS

- There must be enough vectors to ensure that the probability of collision is high at the end of the sieve.

- First solution: pigeonhole principle \( \rightarrow N = 2^{O(d)} \) vectors.

- All vectors in the final set are independent.

- Birthday paradox \( \rightarrow \sqrt{N} \) vectors suffice.

- Time complexity: \( 2^{2.7n} \) instead of \( 2^{3.4n} \).
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  - Sample small independent points by reducing random points w.r. to the first list.
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