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... then came the floating-point unit

- dedicated efficient hardware operators
- only basic operations: $+, -, \times, \div$ and $\sqrt{}$

what about elementary functions?

- comparatively rare operations
- hardware implementation would be a waste of silicon
- dedicate silicon to more useful units (ALUs, FPUs, caches)

only software or micro-code implementations
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  - lower performances than ASICs
  - high flexibility
  - fine-grain parallelism
  - lower cost per unit

- **1 billion transistor FPGAs: huge computational capacity**

- **many application domains:**
  - digital signal and image processing
  - cryptography
  - bioinformatics
  - scientific computing
  - ...
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- library of **portable VHDL operators for floating-point**

- all operators are **parameterized in terms of range and precision**

<table>
<thead>
<tr>
<th></th>
<th>single precision</th>
<th>double precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>+/−</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>÷</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>√</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
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- library of portable VHDL operators for floating-point
- all operators are parameterized in terms of range and precision

<table>
<thead>
<tr>
<th></th>
<th>single precision</th>
<th>double precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>(+/-)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(\times)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(\div)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(\sqrt{\cdot})</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(\log x)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>(e^x)</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(\sin x / \cos x)</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
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- library of portable VHDL operators for floating-point
- all operators are parameterized in terms of range and precision

<table>
<thead>
<tr>
<th></th>
<th>single precision</th>
<th>double precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>(+/-) (\times) (\div) (\sqrt{}) (\log x) (e^x) (\sin x / \cos x)</td>
<td>✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓</td>
<td>✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓</td>
</tr>
</tbody>
</table>

- single-precision logarithm and exponential
  - hardware-specific algorithms
  - ad-hoc range reduction
  - table-based fixed-point evaluation
  - small and fast operators
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- Range reduction and reconstruction are scalable

- Table-based method for the actual computation
  - Exponential growth of the area
  - Estimations w.r.t. single precision: \(15 \times\) larger for the exponential, and \(40 \times\) larger for the logarithm!!
  - Unacceptable overhead for usual FPGAs

- Need for another algorithm, suited to higher precisions

- Iterative method
  - Smaller architecture
  - Higher scalability
  - Longer critical path
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- 2 parameters: $w_E$ (range) and $w_F$ (precision)

- inspired from the IEEE-754 standard:

$$X = (-1)^{S_X} \cdot 1.F_X \cdot 2^{E_X - E_0}$$

- 2 extra bits for exceptional cases: zero, infinity or Not-a-Number (NaN)
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- range reduction:

\[ X = k \cdot \log 2 + Y \quad \text{with } k \in \mathbb{Z} \text{ and } 0 \leq Y < 1 \]

we obtain:

\[ R = e^X = 2^k \cdot e^Y \]

- fixed-point \( e^Y \)?
  generalization of an idea by Wong and Goto (IEEE TC 1994)

  - successive range reductions of the fixed-point argument \( Y \)
  - once the argument sufficiently reduced, direct evaluation of the exponential
  - reconstructions using rectangular multipliers
  - computes \( e^Y - 1 \)
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Iterative method: range reductions

- for step each $i$, we consider the argument $Y_i$ (starting with $Y_0 = Y$)

  \[ Y_i = A_i + B_i \]

  - splitting $Y_i$ as $A_i + B_i$, we address two look-up tables with $A_i$:
    - $e^{A_i} - 1$, rounded to its $\alpha_i$ most significant bits, noted $\tilde{e}^{A_i} - 1$
    - $L_i = \log(\tilde{e}^{A_i})$, rounded to its $\alpha_i + \beta_i$ most significant bits

  - by construction, $L_i \approx Y_i$
Iterative method: range reductions

for step each \( i \), we consider the argument \( Y_i \) (starting with \( Y_0 = Y \))

\[
\begin{array}{c|c|c}
\pm 0.0 & A_i & \pm 0.0 \\
\hline
\pm 0.0 & L_i & \pm 0.0 \\
\hline
\pm 0.0 & Y_{i+1} & \pm 0.0 \\
\end{array}
\]

splitting \( Y_i \) as \( A_i + B_i \), we address two look-up tables with \( A_i \):

- \( e^{A_i} - 1 \), rounded to its \( \alpha_i \) most significant bits, noted \( \tilde{e}^{A_i} - 1 \)
- \( L_i = \log(\tilde{e}^{A_i}) \), rounded to its \( \alpha_i + \beta_i \) most significant bits

by construction, \( L_i \approx Y_i \)

we then define \( Y_{i+1} \) as \( Y_i - L_i \):

- the \( \alpha_i - 1 \) most significant bits of \( Y_i \) are cancelled
- \( Y_{i+1} \) is a \( 1 + \beta_i \)-bit number
Iterative method: computing the exponential

- the reduction process is iterated until the step \( k \) such that

\[
Y_k < 2^{-\left\lfloor w_F/2 \right\rfloor}
\]
Iterative method: computing the exponential

- the reduction process is iterated until the step $k$ such that

$$Y_k < 2^{-\lceil \frac{w_F}{2} \rceil}$$

- we can then approximate the exponential as

$$e^{Y_k} - 1 \approx Y_k$$
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Iterative method: reconstructions

- at each step $i$, we have:
  - $\tilde{e}^{A_i} - 1$, from the corresponding range reduction step
  - $e^{Y_{i+1}} - 1$, from the previous reconstruction, with $Y_{i+1} = Y_i - \log(\tilde{e}^{A_i})$

- we then compute $e^{Y_i} - 1$ as

\[
\left(\tilde{e}^{A_i} - 1\right) \times \left(e^{Y_{i+1}} - 1\right) + \left(\tilde{e}^{A_i} - 1\right) + \left(e^{Y_{i+1}} - 1\right)
= \tilde{e}^{A_i} \cdot e^{Y_{i+1}} - 1
= \tilde{e}^{A_i} \cdot e^{Y_i} \cdot e^{-\log(\tilde{e}^{A_i})} - 1
\]
Architecture

\[ \text{sign / exception handling} \]

\[ \text{normalize / round} \]

\[ e^Y - 1 \]

\[ +1 \]

\[ e^Y \]

\[ E_0 \]

\[ + \]

\[ - \]

\[ \times \]

\[ \log 2 \]

\[ 1/\log 2 \]

\[ \times \]

\[ \pm1 \]

\[ \text{shift} \]

\[ \text{overflow/underflow} \]

\[ X_{\text{fix}} \]

\[ k \]

\[ \text{round} \]

\[ \text{exn} X \]

\[ S_X \]

\[ E_X \]

\[ F_X \]

\[ \tilde{R} \approx e^X \]
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\[ e^Y - 1 \]

Sign / exception handling

Normalize / round

\[ \tilde{R} \approx e^X \]
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Architecture

\[ E_0 \]

1/ log 2

\[ \times \pm 1 \]

shift

overflow, underflow

\[ e^{A_0} - 1 \]

\[ \log (e^{A_0}) \]

- 

\[ Y_1 \]

\[ \bar{R} \approx e^X \]
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Architecture

\[ \tilde{R} \approx e^X \]

\[ e^Y - 1 \]

\[ \log (e^A) \]

\[ e^A_0 - 1 \]

\[ \frac{1}{\log 2} \]

\[ \pm 1 \]

\[ \text{shift} \]

\[ \text{overflow, underflow} \]

\[ \text{normalize / round} \]

\[ \text{sign / exception handling} \]
Architecture

\[ e^Y - 1 \]
Architecture

\[
\begin{align*}
\tilde{R} & \approx e^X \\
E_0 & + 1 \quad \text{normalize / round} \\
E_0 & + \text{sign / exception handling} \\
E_0 & \log 2 \\
\times & e^{A_0 - 1} \\
\times & \log (e^{A_0}) \\
\times & - \\
\times & e^{Y_1 - 1} \\
\times & e^{Y_k - 1} \\
\times & e^{A_0} - 1 \\
\times & e^{A_0} - 1 \\
\times & \text{shift} \\
\times & \text{overflow / underflow} \\
1 & \log 2 \\
1 & \text{round} \\
E_0 & \pm 1 \\
Y & \text{Xfix} \\
E_0 & - \\
E_0 & - 1 \\
Y & \text{Y} \\
A_0 & B_0 \\
A_1 & B_1 \\
Y_k & - \\
Y & - \\
\end{align*}
\]
Architecture

\[ \log_2(X) \pm 1 \]

\[ \log_2(Y) \]

\[ e^Y - 1 \]

\[ \tilde{R} \approx e^X \]

\[ A_0 \]

\[ B_0 \]

\[ A_1 \]

\[ B_1 \]

\[ e^{A_0} - 1 \]

\[ \log(e^{A_0}) \]

\[ e^{A_0} - 1 \]

\[ e^{Y_1} - 1 \]

\[ e^{Y_0} - 1 \]

\[ e^{Y_k} - 1 \]
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single precision \((w_E, w_F) = (8, 23)\) (table-based method):
938 slices \((18\% \text{ of a Virtex-II 1000 FPGA})\)

double precision \((w_E, w_F) = (11, 52)\) (iterative method):
2045 slices \((40\%)\)
Operator latency (exponential)

<table>
<thead>
<tr>
<th>Precision $w_F$ (in bits)</th>
<th>Latency (in ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>60</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>110</td>
</tr>
<tr>
<td>18</td>
<td>120</td>
</tr>
<tr>
<td>22</td>
<td>130</td>
</tr>
<tr>
<td>26</td>
<td>140</td>
</tr>
<tr>
<td>30</td>
<td>150</td>
</tr>
<tr>
<td>34</td>
<td>160</td>
</tr>
<tr>
<td>38</td>
<td>170</td>
</tr>
<tr>
<td>42</td>
<td>180</td>
</tr>
<tr>
<td>46</td>
<td>190</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
</tr>
</tbody>
</table>

- **single precision** $(w_E, w_F) = (8, 23)$ (table-based method): 97 ns
- **double precision** $(w_E, w_F) = (11, 52)$ (iterative method): 229 ns
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Our contribution

- exponential and logarithm operators
- up to double precision
- guaranteed faithful rounding
- scalable method
- hardware-specific algorithms: fast and cheap operators
Future work

- pipeline
- implement **double precision** for other functions for **FPLibrary**
- study **compound functions**
Future work

▶ pipeline

▶ implement double precision for other functions for FPLibrary

▶ study compound functions

▶ careful error analysis:
  - certified algorithms and operators
  - generic proofs (Gappa)

▶ most of this work is not FPGA-specific: extend it to ASICs
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