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Preface

Belief change, non-monotonic reasoning and conflict resolution are well established research areas
in Artificial Intelligence. In recent years these topics have become important for designing robots
and infobots with convincing reasoning and adaptation capabilities. Numerous recent papers use
techniques from belief change to define conflict resolution methods. In particular, several negotiation
and judgment aggregation methods are closely related to work in belief revision or belief merging.

The main aim of BNCQECAI 2012 is to bring together active researchers on work including belief
revision, belief merging, reasoning about action, logic programming, inconsistency management,
judgment aggregation, negotiation, and other related topics, and to combine ideas from these research
topics. A further important trend is the study of the applicability of well known belief change
operators and techniques for particular languages that are largely used in applications, such as Horn
logics, description logics, or argumentation frameworks.

Submissions to this workshop were reviewed by at least two PC members and were evaluated on
relevance and quality. Eighty percent of the submissions have been selected for presentation at the
workshop and for inclusion in these Workshop Notes.

We wish to thank the authors, members of the Program Committee, and the Additional Reviewers
for their invaluable and much appreciated contributions. Thank you also to Kody Moodley for
managing the website, and to Renata Wassermann for agreeing to be the invited speaker. Finally,
thank you to Ivan Varzinczak who provided support in producing these workshop notes.

August 2012

Sébastien Konieczny, Thomas Meyer
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Belief Revision and Computer Science

Renata Wassermann
Departmento of Computer Science
University of Sao Paulo, Brazil
renata@ime.usp.br

Abstract

In the 80’s AGM theory for Belief Revision was mainly developed by philoso-
phers and logicians, while at the same time, computer scientists were facing con-
crete problems as database update and model-based diagnoses. Even if there were
a few early attempts to implement belief revision systems, they had the flavour of
ad hoc solutions to circumvent the computational complexity of the logical theory.
Recently, with the advances in computational power, it became more plausible to
have implementations of the real theory. In this talk I plan to explore two sides of
the relationship between AGM and Computer Science: (i) using AGM for CS, as
for example in proposals for AGM revision of system specification and (ii) using
CS for AGM, by means of real experimentation with the theory.
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Circumscribing DL-Lite

Elena Botoeva and Diego Calvanese

Abstract.  Classical logics (and hence Description Logics) are
monotonic: the set of conclusions increases monotonically with the
set of premises. Instead, common-sense reasoning is characterized
as non-monotonic: new information can invalidate some of the pre-
viously made conclusions. Circumscription is one of the main non-
monotonic formalisms whose idea is to minimize (circumscribe)
the extension of given predicates. In this paper we study circum-
scribed DL-Lite knowledge bases and show how to compute cir-
cumscription of a single predicate (either a concept or a role) in a
DL-Lite]!, knowledge base. Unlike other works on circumscribed
Description Logics KBs, we are interested not only in checking en-
tailment, but actually in computing circumscription itself. We show
that circumscription of a role in DL-Lite,; requires the language
of ALCHOZQ extended with union or roles, thus is first-order ex-
pressible.

1 Introduction

Description Logics (DLs) [2] are acknowledged as computationally
well-behaved fragments of first-order logic, and widely used in areas
such as Knowledge Representation, Semantic Web and Ontology-
Based Data Access for automated reasoning. There has been a con-
tinuous interest in non-monotonic extensions of DLs, and a consid-
erable amount of work in that field includes extensions of DLs with
default logic [28, 3, 30], with preference relation [19, 13, 7, 10], with
circumscription [23, 6, 15, 5], with defeasible logic [25, 14, 32, 16]
and with logic of Minimal Knowledge and Negation as Failure
[22, 12, 17, 24].

Motivation for non-monotonic reasoning comes from the need to
handle real life scenarios when the knowledge about the world is
incomplete or changing. One of the motivations for non-monotonic
DLs stems from the biomedical domain [26] where DLs are used
as a tool for the formalization of ontologies such as SNOMED [11]
and GALEN [27]. Another motivation comes from policy languages
based on DLs [31, 34], which require non-monotonic reasoning. Pro-
totypical properties and defeasible inheritance in DLs can also be
added to the wish list.

In our work we have chosen circumscription as the underlying
non-monotonic formalism for two main reasons. First, the semantics
of circumscription is sufficiently simple, so circumscribed DLs can
be defined in a straightforward way. Second, the existing works on
circumscribed DLs [6, 5] show that they are interesting objects to be
investigated and one could get nice results if one used a low complex-
ity DL. More precisely, the current approaches to circumscribed DL
knowledge bases (KBs) can be divided in two according to the DL
used: expressive DLs such as ALC, ALCZO and ALCQO [6], and
tractable DLs such as ££ and ELTT [4, 5]. The former showed that
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reasoning in circumscribed ALC KBs is NEXPTIMEN' -hard, while
some forms of reasoning in circumscribed ££ KBs are tractable.

In this paper we investigate circumscription in DL-Lite}t,,, which
is a sub-logic of the expressive DL ALCHZ (essentially ALC with
role hierarchy and inverse roles), and a super-logic of DL-Liter, the
basic DL-Lite logic. DL-Lite}t,, is a member of the extended DL-
Lite family [1], popular for its low complexity of reasoning, notably
ACP data complexity of answering (atomic) queries. In contrast with
the previous works on circumscribed DLs we not only want to check
entailment, but also to compute circumscription of DL-Lite}t,; KBs.
We show that the circumscription of a single predicate (concept or
role) in DL-Lite]!; can be expressed in ALCHOZQ with union of
roles.

The paper is organized as follows: In Section 2 we introduce
the logic DL-Lite}t,, and the notion of circumscription. Section 3
presents circumscribed DL-Lite and includes a motivating example.
In Section 4, we show how to compute circumscription of a single
predicate in DL-Lite]t,;, and in Section 5, we show how to check
entailment in the circumscribed KB. Finally, in Section 6, we draw
some conclusions and outline issues for future work.

2 Preliminaries

We introduce the DLs that we adopt in this paper, and then recall the
notions about circumscription.

2.1 Description Logics

Here, we present the DL DL-Lite}t,;, a member of the extended DL-
Lite family of DLs known for their nice computational properties
[8, 1]. Good computational behavior of DL-Lite}’,,, which is a sub-
logic of ALCHZ, is achieved by prohibiting concepts of the form
JR.C and VR.C. Satisfiability checking in DL-Lite]t,, can be done
in NP in combined complexity and in AC? in data complexity [1].

Let N¢, Ng, and N, be countably infinite sets of concept, role and
individual names, respectively. The language of DL-Lite]’,; contains
individual names a,b € N,, atomic concepts A € N¢, and atomic
roles P € Ngr. Complex roles Q and concepts C' of this language
are defined as follows:

R = P | P~

Q = R | —-R

B == 1 | A | 3R

C == B | -C | Ci1MCo

The concepts of the form B are called basic concepts and roles of the
form R are called basic roles. Moreover, for a role R, we use R~ to
denote P~ when R = P, and P when R = P~ . A predicate in DLs
is either an atomic concept or an atomic role.



A DL-Lite}t,, TBox, T, is a finite set of concept and role inclusion
axioms (or simply concept and role inclusions) of the form:

Cl E CQ and R E Qa

and an ABox, A, is a finite set of membership assertions:
A(a), —A(a), P(a,b), - P(a,b).

A DL-Lite]t ), KB K is a pair (T, A).

The semantics of DL-Lite}t,; is defined as usual in DLs. An in-
terpretation T is a pair (A, .T) with non-empty domain A% and
interpretation function -Z that assigns (i) to every concept name A a
subset AT C A7 of the domain; (i) to every role name P a binary
relation P C AT x AT over the domain; (iii) to every individual a
an element a” € AT,

Concept and role constructs are interpreted as follows

and

(P7)" = {(y,2) € AT x AT | (z,y) € P}

(—R) = AT x AT\ R? 17 =g

(AR)? = {z € AT |3y e AT, (z,y) € R*}

(ﬁO)I = AI\OI (Cy ’_‘CQ)I = TNyt

We will use standard abbreviations such as Cy U Cy for —=(—=C1 M
=C3),and T for = L.
The satisfaction relation is defined as follows:

IE=ECICCiff (4T CCf ITERCQ iff RECQ?
T = A(a) iff a7 € AT T = P(a,b) iff (a*,b%) € PT
T k= -A(a) iff of ¢ AT T = —P(a,b) iff (a*,bT) ¢ PT

We say that 7 is a model of a TBox if (resp., ABox) it satisfies all
its axioms (resp., assertions). Z is a model of a KB K = (T, A) if it
is a model of both 7 and A. K is said to be satisfiable (or consistent)
if it has a model.

DL-Litelt,, is a super-logic of other three DL-Lite DLs that differ
in the form of allowed TBox inclusions [1]. Here we mention only
DL-Litet ., also known as DL-Liter (in the original paper [8]). A
TBox T is a DL-Litelt,, TBox if its concept inclusions are of the
form

Bl E BQ or Bl E ‘!BQ.

A signature ¥ is a set of concept and role names, that is, 3 C
Nc¢ U Ng. Given a KB K, the signature ©(K) of K is the alphabet
of concept and role names occurring in /C (and likewise for a TBox
T, an ABox A, a concept C, and a role R).

We are going to express circumscription in the language of
ALCHOZLQ, which is ALCHT extended with nominals (O) and
qualified number restrictions (Q). Here we present the missing con-
structs.

Let R be a basic role, as defined in the previous section. Then com-
plex concepts C' in ALCHOZQ are built according to the following
syntax:

Cu=A ‘ JR.C | -C | Ci1MCy ‘ {al,...,an} | >k R.C

where k is a non-negative integer and n is a positive integer. Here

we have three new constructs: qualified existential restriction IR.C,

nominals {a1,...,an}, and qualified number restriction >k R.C.

Note that the construct 3R can be seen an abbreviation for IR.T.
The new constructs are interpreted as follows:

(BR.C)F = {x e AT |3y e CF, (z,y) € RT}
{ah...,an}I = {all,...,anI}
(>kRC)T = {ze AT |H{y e C" | (x,y) € R} > k}

In the following, we will use Funct(P) to abbreviate >2 P C L.

2.2 Circumscription

Circumscription was introduced by McCarthy [23], and has been
well studied and explored by Lifschitz [20, 21] and others [18, 33].
It is an important formalism of common-sense reasoning that offers
non-monotonic reasoning abilities by circumscribing (minimizing)
the extension of specific predicates. Below we briefly present the no-
tion of circumscription and circumscribed theories.

First, for any predicate symbols P, () of the same arity, P = Q
stands for Vz(P(z) = Q(z)), P < Q stands for Vz(P(z) —
Q(z)), and P < @ stands for (P < Q) A ~(P = Q).

Let ®(P) be a first-order sentence containing a predicate constant
P. Then, by definition, the circumscription of P in ®(P), denoted
Circ(®; P), is the second-order formula

Q(P) AVp=(2(p) Ap < P),

where p is a predicate variable of the same arity as P.

More generally, we can simultaneously minimize several predi-
cates, which gives parallel and prioritized circumscription (here we
introduce only parallel circumscription). Moreover, we may allow
the extension of some predicates to vary in order to make the exten-
sion of the minimized predicates smaller. Let P be a tuple of predi-
cate constants, and Z a tuple of function and/or predicate constants
disjoint with P, and ®(P, Z) a sentence. Then the circumscription
of P in ®(P, Z) with variable Z, denoted Circ(®; P; Z), is the sen-
tence

O(P,Z) ANVpz—(®(p,z) Ap < P),

where the notation P ~ @, with ~ being one of =, <, <, is gener-
alized to tuples of predicates: P < @ stands for P1 < Q1 A--- A
P, < @Qn, similar for P = Q. Finally, P < @ stands again for
(P<Q) AP =Q).

The models of Circ(®; P; Z) are the models of ® such that the
extension of P cannot be made smaller without losing the property
®, even at the price of changing the interpretations of Z. In order to
define a model formally, we need to define an order on interpreta-
tions.

Let Z and J be two classical interpretations of ®. Then we write
I <PZ 7if
o AT =A7,

e X% = X forevery X that does not belong to P, nor to Z,
o XT C X7 forevery X € P.
We write Z <" Jif T <"¥ 7 butnot 7 <7 T.

An interpretation Z is a model of Circ(®; P; Z) if it is a model of
® and it is minimal relative to §P iZ , 1.e., there is no other model 7
of @ such that 7 <¥% 7.

To ensure the existence of a model of Circ(®; P; Z) we need P
to be well-founded w.r.t. (P; Z). ® is said to be well-founded w.r.t.
(P; Z) if for every model 7 of ® there exists a model Z of ® mini-
mal relative to <*Z and such that Z <¥% 7.

A lot of effort has been made to understand in which cases circum-
scription is first-order expressible, and what its computational prop-
erties are [21, 18, 33]. A simple case when circumscription is not
first-order expressible is circumscribing a transitive binary predicate.
Then circumscription of that predicate is equivalent to the transitive
closure, and it cannot be reduced to a first-order sentence.

Below we present some results that help to compute circumscrip-
tion:

e [21]if ¥ does not contain P, Z, then

Circ(®(P, Z) AW; P; Z) = Circ(®(P, Z); P; Z) AU



e [21]if W(P) contains only negative occurrences of P, then
Circ(®(P) A ¥ (P); P) = Circ(®(P); P) N U(P),

where an occurrence of P in W(P) is said to be negative if P
appears negated in the negation normal form (NNF) of W(P).
e [21]if ¥ does not contain P, then

Circ(Vz (¥ (z) — P(z)); P) = Va(¥(z) = P(z)),

and it is called predicate completion.

e [21] if a sentence P is satisfiable and well-founded w.r.t. (P; Z),
then Circ(®; P; Z) is satisfiable.

e [33] the finite model property of a first-order fragment implies its
decidability under the circumscriptive semantics.

3 Circumscribed DL-Lite

Let K = (T, A) be a DL-Lite],, KB. Let M and V be sets of
predicates from the signature of C, such that M NV = (). Then K
circumscribed w.r.t. minimized predicates M and varied predicates
V' is an expression:
Circ(IC; M; V).

If V' is empty, we write Circ(IC; M). The rest of the predicates are
assumed to be fixed and predicates from M are assumed to be min-
imized in parallel. If the ABox is empty, then we circumscribe only
T and write Circ(7; M; V).

We rely on the notion of a model as defined for the classical cir-
cumscription. An interpretation Z is a model of Circ(IC; M; V) if it
is a model of Circ(®xc; M; V'), where @i is the standard translation
of K to first-order logic.

Theorem 1. Let K = (T, A) be a DL-Lite]t,, KB, M,V sets
of predicates from the signature of K, such that M NV = 0.
Then K is well-founded w.r.t. (M;V'), and if K is satisfiable, then
Circ(IC; M; V) is satisfiable.

Proof. Well-foundedness follows from the finite model property of
DL-Lite]!; and the last claim follows from Proposition 11 in [21].
O

The typical example for non-monotonic reasoning is the Tweety
example. It can be encoded in circumscribed DL-Lite}t,, as follows:

Example 1. Assume an ontology about birds. We want to express
the following commonsense facts: typically birds fly, penguins are
birds, and they cannot fly. Let Bird, Abnormal, Penguin, Flier be
concept names and 7 the following TBox

Bird M —=Abnormal T  Flier
Penguin T Bird
Penguin T Abnormal
Abnormal T —Flier

Moreover, we assume that birds are considered normal if there is no
evidence to the contrary. Therefore, we minimize the set of abnormal
birds.

Suppose we know that Tweety is a bird, which is encoded in the
ABox A = { Bird(tweety)}. Then, we obtain that

Circ((T, A); Abnormal) |= Flier(tweety).

Now, assume we learn that Tweety is not just a bird, but a penguin,
A" = AU {Penguin(tweety)}. Then

Circ({T, A"); Abnormal) |= —Flier(tweety).

Thus, we have invalidated the previous conclusion that Tweety flies.

. . . . . . ’)Ll
4 Computing Circumscription in DL-Lite;, ,

In this section we show how to compute circumscription of a DL-
Lite]t,, KB with respect to a single predicate, that is, for M = {X}.

It is easy to compute circumscription of an atomic concept A in
a DL-Lite]!,; TBox T. We start by observing that we can assume
w.l.o.g. that each concept inclusion axiom in 7 has the ‘normal’
form T C Ly U---U Ly, where each L; is either a basic concept
or a negated basic concept, and no basic concept appears both posi-
tively and negatively in the same axiom. Indeed, the transformation
of an arbitrary set of concept inclusions into this form is analogous
to the conversion of a propositional formula into an equivalent set
of clauses.? Hence, for a concept inclusion « of the above form, we
say that « is positive (resp., negative) w.r.t. A if A appears positively
(resp., negatively) in . Let Pos7(A) be the set of all inclusions in T
positive w.r.t. A, and Neg-(A) the set of all inclusions in 7 negative
w.r.t. A. Moreover, again w.l.0.g., we may consider that each axiom
in Pos (A) has the form C' C A, for some concept C' not containing
A.

Proposition 2. Let T be a DL-Lite}t,, TBox and A an atomic con-
cept of T. Then

Circ(T;{A}) =TU{Ciu---UC, = A},
where PosT(A) = {C; C A}L,.
Proof. Since T is a DL-Lite}t,; TBox, we have that
T = Pos7(A) UNeg(A)UT,

where T is the set of inclusions in 7~ that do not contain A. There-
fore, A does not appear in the concept C; U - - - U C,, and the result
follows directly from the properties of circumscription. O

Notice that in DL-Lite}t ,, circumscribing an atomic concept cor-
responds to predicate completion. Also notice, that if 7 is a DL-
Lite*,, TBox, Circ(T;{A}) is a DL-Lite}t,, KB.

Computing circumscription is not so trivial when X is an atomic
role P. In the following we compute circumscription of P in DL-
Lite?t,, and DL-Lite}!,, TBoxes.

4.1 Circumscribing a DL-Lite’:  TBox

core

We start by circumscribing DL-Lite?, . TBoxes. In DL-Lite’:,, arole
P can appear positively in the assertions of the form:

RC P, BLC 3P, BLC 3P,

where R is a basic role and B is an atomic concept. First, we compute
circumscription of P for several easy cases.

Let P be a role name, R a role, and C;, C> concepts such that
P ¢ 3({R, C1,C3}). For an interpretation Z and a tuple of domain
elements (a, b), we denote by Z \ P(a,b) the interpretation Z' that
agrees with Z on all predicates except P and PT = PT \ {(a,0)}.
1.Circ{RC P}; P)={R= P}

Proof. Follows from predicate completion. O
2. Circ({C1 C 3P}; P) = {Cy = 3P, Funct(P)}
Proof. Let Z be a model of Circ({Cy C 3P}; P). ThenZ = Cy C

3P and 7 is minimal relative to P. Assume that Z £ 3P C C4,
hence there exists a tuple (a,b) € P s.t. @ ¢ C1~. Then T can be

2 Note that such transformation might be exponential.



improved by removing (a, b) from PZ: let T’ = 7 \ P(a,b). Then
T E Cy C 3P and T' <P T, which contradicts with Z being
a model of Circ({C1 C 3P}; P). Hence, Z = 3P C C1. Now,
assume Z [~ Funct(P), that is, there exist two tuples (a,b) € PT,
(a,b') € P%, b # b'. Again, T can be improved by removing one
of these tuples from PZ, which contradicts with Z being a model of
Circ({C1 C 3P}; P). Thus, Z |= Funct(P).

Let Z be a model of {C1 = 3P, Funct(P)}. Then it is a model
of Cty C JP. Let us show it is minimal relative to P: no tuple
can be removed from PT without violating the axiom C; C 3P.
By contradiction, assume that (a,b) € PT can be removed while
still satisfying the axiom C; £ JP. Then, there must exist an-
other tuple (a,b’) € PT such that b # b, which contradicts that

7 |= Funct(P). Hence, Z is minimal relative to P. O
3. Circ({Ce T3P }; P) = {C2 =3P ,Funct(P™)}
Proof. Similar to 1. O

Conversely, if we combine case 1 and case 2, circumscription does
not entail equivalences for the domain and the range of P:

CiI’C({Cl E HP,CQ E Hpi},P) bé Cl =3JP
Circ({01 E ElP,CQ E HP_},P) 175 CQ =3P~

as an interpretation Z that for each element ¢; € C1 7 contains a tuple
(c1, f(er)) € P7T and for each element ¢ € CT contains a tuple
(f(c2),c2) € PT, where f is a bijection and P” contains nothing
else, is a model of Circ({C1 C 3P,C> C 3P~ }; P).

However, we can entail a weaker statement. Below we actually
compute circumscription of P in the TBox {C1 C 3P,C> T 3P~ }.

Proposition 3. Let P be a role name, Cv, C2 arbitrary DL concepts
(not necessarily DL-Litelt ) such that P ¢ £({C1, Ca}).

Then Circ({Cy C 3P,Cy T 3P }; P) is equivalent to the fol-
lowing TBox I11:

dP.—Cs
>2P.~Co
>2 P .—Cq
dP.Cy M AP.~C
JP~.Cy N AP~ .-,
>2P N 3P.(>2P7)

C1 (DRC)
1 (Fla)
1 (FIb)
1 (F2a)
1 (F2b)
1 (NZa)

C, C 3P

C
_ C
Cy C JP C

-
-
C

Before proving the above result, we provide an intuitive explana-
tion of the axioms in IT (cf. Figure 1). Axioms (DRC), (Fla-b), (F2a-
b), and (NZa) encode minimality of P. Intuitively, axiom (DRC)
closes the domain and the range of P by saying that P cannot con-
nect an object lying outside C; with an object lying outside C'>. Ax-
iom (F1a) asserts local functionality of P: an object cannot have two
successors that are not in C'2. Axiom (F1b) says the same about the
inverse P~ and C. Axioms (F2a) and (F2b) can also be seen as a
sort of functionality restrictions: axiom (F2a) states that if an object
has a P-successor in C2, then it cannot have a second P-successor
not in C'2; axiom (F2b) states the same about P~ and (. Finally,
axiom (NZa) assures that P does not form a zigzag: it says that there
cannot exist an object that has at least two P successors, and one of
its successors has at least two P-predecessors.

Interpretations forbidden by axioms (DRC), (Fla), (F2a), and
(NZa) are depicted in Figure 1. Dots denote objects, edges denote
P connections and ovals denote the extensions of classes C and C.

Proof. (=) Let Z be a model of Circ({Cy C 3P,Cy; C 3P~ }; P).
It means that Z is a model of {Ch T 3P,C> C 3P~} and it is
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.HPQV ° ® -
C1 Cs ]7?' Co
(DRC) (Fla)
[S)
P Cs ° P °
o %/('
P o °
P
(F2a) (NZa)

Figure 1. Interpretations forbidden by axioms (DRC), (Fla), (F2a) and
(NZa). White objects denote elements whose existence is ruled out by the

axioms. Crossed out edges can be deleted to improve the interpretations.

minimal relative to P. We show that Z is a model of II, i.e., satisfies
axioms (DRC), (Fla-b), (F2a-b), and (NZa).

First, assume by contradiction that Z does not satisfy ax-
iom (DRC): Z [£= 3IP.~C> C C4. Then, there should exist a tu-
ple (a,b) € P* such that b € (=Cs)” and a ¢ (C1)". Hence,
b ¢ CyT and T can be improved: Z' = T \ P(a,b) is a model of
{C; C3P,Co C 3P }and T’ <P 7. Contradiction with Z being
minimal relative to P.

Next, assume that Z does not satisfy axiom (Fla), ie., Z }~
>2P.~Cy C 1. That means there exist elements a,b, and b’
such that b # ¥/, (a,b) € P%, (a,b') € P¥, and b € (=C2)%,
b e (—Cy)*. Again, we can improve Z by removing one of the tu-
ples (a,b) or (a,b’) from PZ, which contradicts that Z is minimal
relative to P. Hence, Z is a model of axiom (Fla). It can be shown
similarly that Z is a model of axiom (F1b).

Now, we prove that Z satisfies axiom (F2a), i.e., Z = IP.C2 M
3P.—C> C L. Assume the contrary, i.e., for some elements a, b, and
v, (a,b) € P, (a,b') € P, b€ CoF,and b’ ¢ CyT. Then it is
easy to see that Z is not minimal relative to P: Z' = Z \ P(a,b’) is
amodel of {C; C 3P,Cy C 3P~} and Z/ < Z. Contradiction,
therefore Z is a model of axiom (F2a). Satisfaction of axiom (F2b)
can be proved analogously.

Finally, we show that Z satisfies axiom (NZa), that is Z |=
>2P M 3P.(>2P7) C L. Assume the contrary, that is for some
elements a,a’,b, and ', b # b, (a,b) € P%, (a,b') € P*
(@€ (>2P)%),anda # d, (a',b) € PT (b € (>2P)7). Obvi-
ously, Z is not minimal relative to P: Z' = Z \ P(a, b) is a model of
{C1 C3P,C> C 3P} and ' <” Z. Contradiction with Z being
minimal relative to P. Therefore, axiom (NZa) is satisfied by Z.

(<) LetZ be amodel of IT. Then Z is a model of {C1 C 3P, C>
3P~ }. Hence, to prove that Z is a model of Circ({C1 C 3P, C;
3P~ }; P) it remains to show that it is minimal relative to P.

By contradiction, assume that 7 is not minimal, that is, there exists
a tuple (a,b) € PT such that the interpretation Z' = Z \ P(a,b) is
amodel of {C; C 3P,Cy C 3P~} and 7' < Z. There are four
cases:

-
-

l. a¢ b ¢ 7. Contradiction with axiom (DRC), 3P.—C5 C
Ch.

2. a ¢ C17%, b € CoT. By the assumption that (a, b) can be removed
from the interpretation of P while satisfying C> T 3P, there



must exist a tuple (a’,b) € PT with a’ # a. Now, if o’ ¢ C17,
then it contradicts Z = >2P~.~Cy C 1,andifa’ € 1L, it
contradicts Z =3P~ .C; N3P~ .—~Cy C L.

3. a € C17%, b ¢ CyT. Symmetric to the previous case.

.a€e Ot b e Ot By the assumption, (a, b) can be removed
from PZ. To satisfy C; C 3P, C> C 3P, there must exist two
tuples (a’,b) € PT and (a,b') € P* witha # o’ and b # b'.
Thena € (>2P)% and b € (>2 P~)". Contradiction with T |=
>2PM3P.(>2P ) C L.

In every case we derive a contradiction. Therefore, Z is minimal, and
hence, is a model of Circ({C1 C 3P,C2 C 3P~ }; P). O

Notice that the resulting TBox II is no longer a DL-Litelt,. TBox.
The minimal language required is that of ALCZ Q.

Let us denote by mincer (P, C1,C2) the set formed by ax-
ioms (DRC), (Fla-b), (F2a-b), and (NZa) as a function of role P
and concepts C; and C>. Now, we can add to the TBox a role inclu-
sion R C P and compute circumscription of P in a similar fashion.
To address the additional role inclusion we make sure that the part
of P disjoint from R is minimal. Note also that R does not have to
satisfy axioms (DRC), (Fla-b), (F2a-b), and (NZa).

Proposition 4. Let P be a role name, Cv, C2 arbitrary DL concepts
(not necessarily DL-Lite™,.) and R an arbitrary DL role such that
P ¢ E({Ch 027 R})

Then Circ({C1 C 3P,C2 T 3P~,R C P}, P) is equivalent to
the following TBox 11:

Ccy C 3P
Cy C AP~

mincme(P',Cl [l _‘3R7 Co —|3R7)
P=PUR

where P' is a fresh role name and the Boolean constructors on roles
are defined similarly to the Boolean constructors on concepts.

Note that though the axiom P’ C —R is not explicitly asserted in
I1, it is implied by II. So, in fact it is not necessary to use a new name
P’ and we can replace each occurrence of P’ by P M —R. Note also
that in this case II is an ALCHZQ plus union of roles TBox.

For the general case, it remains to consider inclusions of the form
JP~ C dP, 3P C 4P, and P~ C P. Interestingly, the for-
mer two inclusions act as inclusions positive w.r.t. P, i.e., inclu-
sions where P occurs positively as 3P, 3P, P, or P~ (recall the
normal form of concept inclusion axioms), whereas the latter inclu-
sion acts as an inclusion negative w.r.t. P, i.e., inclusions where P
occurs negatively as =3P, -3P~, =P, or =P~ . Therefore, for a
DL-Lite’:,, TBox T, define Pos’-(P) to be the set of all inclusions
implied by 7 and positive w.r.t. P, or inclusions in 7 of the form
P~ C 3P, 3P C 3P if T = P~ C P, and Neg’}-(P) to be
the set of inclusions in 7 negative w.r.t. P, or inclusion P~ C P if
T E P~ C P. Finally, circumscription of an atomic role P in an
arbitrary DL-Lite?,, TBox can be computed as follows.

Theorem 5. Let T be a DL-Litel,, TBox and P an atomic role.
Further, let Pos’-(P) be the set of the form

{Ri C P}[* U{B; C 3P}, U{B; C 3P }i_,,

(without loss of generality we can assume that P~ does not appear
on the right-hand side of role inclusions in Pos’-(P) and it does not
contain inclusions of the form X T X, where X is the domain or
the range of P, or P itself). Then Circ(T; P) can be computed as
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the union of T and the TBox I1:

Ci=(Bi1U---UB)M—=(3R1U---U3Rn)
Cy=(BiU---UB)MN=(3Ry U---U3R,)
minco're(P/yCl,CQ)

P=PURU---URnm

with P' a fresh atomic role, and Cy and Cs fresh atomic concepts.
Note that here the empty union of concepts is equivalent to the bottom
concept L.

Proof. By the properties of circumscription it holds that
Circ(T; P) = Circ(Tp; P) A T', where T is the set of in-
clusions in 7* that do not contain P and Tp = 7 \ 7".

Let 75 be the deductive closure of Tp. Clearly, Circ(7p; P)
Circ(7p; P). Next, 75 can be partitioned in the following way:

T = PosT, (P) U NegT, (P),

and similarly to Propositions 3 and 4 it can be shown that
Neg?, (P) U I is equivalent to Circ(72; P). It follows that 7" U II
is equivalent to Circ(7; P). O

4.2 Circumscribing a DL-Lite?fo 1 TBox

In DL-Lite}!,, inclusions positive w.r.t. a role P have the form:

R LC P,
C C 3rPu3pP,

C C 3P,
CC 3P,

where R is a basic role and C' is a complex concept.

In order to be able to compute circumscription of a DL-Lite}t,,
TBox it remains to address positive occurrences of P in inclusions
of the form C' C 3P L 3P . It turns out that circumscription of P
in the TBox {C' T 3P U 3P~} is very similar to that in the TBox
{C1 £ 3P,Cy C 3P~} (see Proposition 3), with the difference that
variations of axioms (Fla-b), (F2a-b), and (NZa) need to be added.
More precisely, it is equivalent to the TBox:

3P.~C, M 3P~.~C, C L (Flc)
3P.C, M 3P~ .~C, T L (F2c)

CC3PU3P~ 3P.-C, M 3P .Cy C L (F2d)
mincore (P, C, C) 3P~ n 3P.(>2P") T L (Nzb)
>2P n3pP.(3P) C L (NZe)

3P~ n 3pP.(3P) T L (Nzd)

where C1 and C> denote C.. Let us denote by minge.; (P, C1, C2) the
set formed by axioms (Flc), (F2c-d), and (NZb-d) as a function of
role P and concepts C and Cs. It will become clear later why we
need to distinguish between C and C> here.

Interpretations forbidden by the new axioms (Flc), (F2c), and
(NZb-d) are depicted in Figure 2.

Now, when circumscribing an arbitrary DL-Lite}t,, TBox, some
of these new axioms, e.g. (NZd), can contradict other TBox ax-
ioms, such as 3P~ C 3P, therefore we cannot simply augment the
theory with the new axioms to compute circumscription of a DL-
Litelt,, TBox. To this purpose, we first transform the given TBox
into an equivalent TBox, and then provide an algorithm to compute
circumscription in the new TBox. This transformation exploits the
fact that the following two TBoxes are equivalent to each other:
{C C 3PU3P~,3P~ C 3P} and {C C 3IP,3P~ C IP}.
More precisely, for a DL-Lite}t,, TBox 7T and a role P, denote by
TP the TBox equivalent to T constructed as follows: if 7~ implies
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(Flc) (F2¢)
P P P
(0} (0] (o] (0] Q+— —0
P %/(v %
O (0] O (0] O (0}
P P P
(NZb) (NZc) (NZd)
Figure 2. Interpretations forbidden by axioms (Flc), (F2c), and (NZb-d).

White objects and crossed out edges are as in Figure 1.

3P~ C 3P then replace axioms of the form C T 3P U JP~ with
C C 3P, and if 7 implies 3P C 3P~ then replace axioms of the
form C'C 3P LU 3P~ with C C 3P~ . Next, define Pos’-(P) to be
the set of all DL-Lite®,, inclusions implied by 7~ and positive w.r.t.
P, or inclusions in 7 of the form C' C 3P LI 3P, or inclusions
in T of the form 3P~ C 3P, 3P C 3P~ if T £ P~ C P, and
define Neg’-(P) to be the set of inclusions in T negative w.r.t. P, or
inclusion P~ C Pif T =P~ C P.

In the following theorem we compute circumscription of an atomic
role in a DL-Lite]t,; TBox.

Theorem 6. Let T be a DL-Lite]t, TBox, P an atomic role,
and TPV the transformation of T defined as above. Further, let
Pos’-p . (P) be the set of the form

{R: C P}%
{Ci C 3P}?:o

U {Cyrc3rPu3ir iy,
U {CiC3P }i,

U

Then Circ(T; P) can be computed as the union of T and the follow-
ing TBox 11:

Dy = (C1U---|_|Cn)|_|—‘(E|R1|_|~~-|J3Rm)
D, = (Ciu---uC)N=(3R; U---U3R,,)
D = (CiU---uCy)N=(3R1U---U3R,)M

(D1 UDz)M—=(3R] U---U3R,,)
P = PN—~(RiU---URy)

Mincore (P', D1 U D, Dy L D)
minyei (P, D1 U D, Dy LI D) M D

where P’ is a fresh atomic role, D1, D2, and D are fresh atomic
concepts, and miny,o;(P’, D1 U D, Dy LI D) M D denotes the set
of axioms of the form D M C; T C, for each axiom C; T C in
Mingeoi (P, D1 U D, Dy LI D).

4.3 Adding an ABox

To fully address the problem of computing circumscription w.r.t. a
single predicate in DL-Lite]t,,;, it remains to add an ABox to the
theory.

First, we show how to compute circumscription of a role or a con-
cept in an ABox.

Proposition 7. Let A be a DL-Lite}t,, ABox. Then circumscription
of a predicate X in A is equivalent to the KB (Tx, A), where
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e if X is an atomic concept A and {a1, ...
A}, then Tz = {AC {a1,...,an}}

e if X is an atomic role P, for individuals a and b, ko denotes the
number of P-successors of a in A, ky, denotes the number of P-
predecessors of bin A, {ai1,...,an} = {a | A= 3P(a)} and
{bi,...,bm} = {b | A |= 3P (b)}, then Tp is the following
TBox:

san} = {a | Ala) €

{{a} T <ka P| A= 3P(a)} U
{{b} T<ky P~ |AE3P (b)}U
{3PC{ar, - ,an},3P" C{b1,- ,bm}}

Intuitively, the TBox 7% encodes the closure of the predicate X.
It does so by using nominals and number restrictions for the case of
a role name.

Finally, we are ready to compute circumscription in a DL-Lite}t,,
KB.

Theorem 8. Let K = (T, A) be a DL-Lite}t,, KB and X a concept
or role name. Let A" be the ABox obtained from A by renaming each
occurrence of X to a fresh predicate X', A' = A[X/X'], and T' =
TU{X'CX}.

Then Circ((T, A); X) is equivalent to {(Circ(T'; X) U Tg/, A').

5 Checking Entailment in Circumscribed
DL-Lite}t ,

In the previous section we showed that for a DL-Lite},, KB K
and a role P, Circ(K; P) is not a DL-Lite]t,; KB anymore. It re-
quires the language of ALCHOZQ with union of roles. Reason-
ing in ALCHOZQ extended with Boolean constructors on roles can
be reduced to reasoning in SHOZ OB, which is an extension of
SHOIQ with arbitrary Boolean constructors on simple roles and
has been shown to be NEXPTIME-complete in [29].

On the other hand, if we only want to check concept or role sub-
sumption in a circumscribed DL-Lite}t,, TBox T, then the check can
be done by encoding the problem in ALCQOZb,.,, which has been
shown to be EXPTIME-complete (see [9]). However, in most of the
cases, the complexity of checking whether Circ(7; P) = X1 C X,
for DL-Lite}t,, concepts or roles X1, X» is in NP, i.e., is does not
exceed the complexity of DL-Lite]t,;:

a) if P ¢ $(X1, X2), Circ(T; P) £ X1 C X2iff T = X3 C Xo,
b) if P € S(Xa), Circ(T; P) = X1 C X iff T = X1 C Xo,
¢) if P e 2(Xy)

1) if 7 does not contain inclusions of the form C; T 3P, Cy C

3P~,and C C 3P LI3P~, then Circ(T; P) is a DL-Lite]’,,

with union of roles KB and the entailment can be checked

using, e.g., the algorithm for ALC QTb,., (see [9]),

if 7 contains inclusions of the form C; T 3P but not Co T

3P~ and C C 3P LU 3P, then

o Circ(T; P) EX1 C Xoiff T E X1 C Xoif X1 =3P~
or X; = P, and

o Circ(T; P)EZPC X,iff TEIPC Xoor T EDLC
X, where D = ||, D;, T = D; C 3P and n is the
maximal such number.

2)

3) if 7 contains inclusions of the form C3 C 3P~ butnot C; C
JdP and C' C 3PUAP™, then this is symmetric to the previous

case.



4) if T contains both inclusions of the form C; £ 3P and C> C
3P~,or C C 3P U 3P, then Circ(T; P) = X1 C X, iff
TE X1 C X,

For an atomic concept A, Circ(KC; A) is a DL-Lite]t,; KB and the
entailment check can be done in NP.

In most of the cases the complexity of checking entailment does
not exceed that of DL-Lite]t, (i.e., in NP). As for the case c)-1), the
complexity of checking entailment in ALC QZb,., is EXPTIME. The
exact complexity of DL-Lite]!,; with union of roles is unknown and
lies between NP and EXPTIME.

6 Conclusions

We have studied circumscribed DL-Lite and addressed the prob-
lem of computing circumscription in DL-Lite]t,; KBs. We com-
puted circumscription of a single predicate (a concept or a role) in
a DL-Lite]! ; KB, which turned out to be first-order expressible. We
showed that circumscription of a concept in a DL-Lite}t,, TBox is
a DL-Lite}*; TBox, whereas circumscription of a role a DL-Litejt,,
TBox is an ALCHZQ plus union of roles TBox. Moreover adding
an ABox to the circumscribed theory requires nominals in the lan-
guage. We also showed that checking entailment of concept or role
inclusions in a circumscribed KB can be done in EXPTIME.

To fully address the problem of circumscribing DL-Litelt,;, we
need to consider multiple minimized predicates and varying predi-
cates. It is quite straightforward to compute prioritized circumscrip-
tion of a set of concepts with strict priority as follows: first, circum-
scribe the concept with the highest priority; then, circumscribe the
concept with the second priority in the result of the first circumscrip-
tion; and continue by analogy. Conversely, parallel circumscription
and varied predicates require more investigation.

Another interesting point is to study the exact complexity of
checking entailment in DL-Litelt,, with Boolean constructors on
roles. In the existing literature on complex role constructors only ex-
pressive DLs starting from ALC are considered. Therefore, analysis
of the exact complexity of a low complexity logic such as DL-Lite]’,,
combined with Boolean constructors on roles could result in a better
bound than EXPTIME.
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Towards an operator for merging taxonomies

Ameélie Cordier! and Jean Lieber??* and Julien Stevenot?23*

Abstract. The merging of knowledge bases is a fundamental
part of the collaboration in continuous knowledge construc-
tion. This paper introduces an operator for merging similar
taxonomies, i.e. taxonomies that share the major part of their
contents. Taxonomies have been chosen for the low time and
space complexity of the classical inferences defined on them. A
limit of this language is that it does not incorporate negations,
thus the union of taxonomies is never inconsistent, though it
is meaningful to consider that their merging does not coin-
cide with their union. Thus, a way to extend the taxonomies’
language is presented to allow the definition of a merging op-
erator. This operator is algorithmically simple for the part of
their contents on which the taxonomies agree, confining com-
plexity to the part on which they do not. So it allows a low
time and space complexity merging on similar taxonomies.

1 INTRODUCTION

This work is part of the Kolflow project.® Kolflow aims at in-
vestigating man-machine collaboration in continuous knowl-
edge construction and this collaboration involves to make the
conjunction of knowledge from different sources.

In [8], a continuous knowledge integration process (KCIP)
is described in which semantic wikis are used as a way of
representing knowledge. The semantic wiki used by Kolflow
as use case for studying collaboration is WikiTaaable.5 To
simplify, the formal part of WikiTaaable can be seen here
as a taxonomy, where a taxonomy is a concept hierarchy’
organized by the subsumption relation.®

In KCIP, there is a common stable version of WikiTaaable
available on a web site so that anyone can download it, work
on it and make some updates to make its own version of the
wiki. This process will produce, at the same time, several
versions of the same wiki which use similar vocabularies but

1 Université de Lyon 1, CNRS, LIRIS, UMR5205, F-69622, France,
email: amelie.cordier@liris.cnrs.fr
2 Université de Lorraine, LORIA, UMR 7503 — Vandceuvre-lés-
Nancy, F-54506, France
CNRS, LORIA, UMR 7503 — Vandceuvre-lés-Nancy, F-54506,
France
Inria — Villers-les-Nancy, F-54602, France
Kolflow (http://kolflow.univ-nantes.fr, code: ANR-10-
CONTINT-025) is supported by the French National Research
agency (ANR) and is part of the CONTINT research program.
http://wikitaaable.loria.fr
A concept represents a class of objects. For example Banana is
the concept representing the set of all the bananas.
The subsumption between two concepts indicates the inclusion
between the classes of objects they represent. It is denoted by C.
For example, the formula Banana C Fruit represents the knowl-
edge bananas are fruits (the set of bananas is a subset of the set
of fruits).
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which do not necessarily agree on everything.For example,
the case could happen that one version has been modified by
someone and says “A melon is a fruit” whereas another one,
modified by someone else, says “A melon is a vegetable” (and
the two knowledge bases share the concepts Vegetable and
Fruit) as modelled in the figure 1 (where C is represented by
an arrow).

In the current KCIP, both of these modifications will be
included in a new version of WikiTaaable and submitted to
the expert community? and will be rejected if the experts
consider that melons are either not fruits or not vegetables
and all the other modifications possibly done at the same
time will be lost.

So the merging of “A melon is a fruit” and “A melon is
a vegetable” raises a problem. Indeed, if someone knows the
concept Fruit and says that melons are vegetables without
saying that melons are fruits, he/she probably means that
melons are not fruits.

PlantFood PlantFood
Fruit Vegetable Fruit Vegetable
Melon Melon

Figure 1: Two taxonomies waiting to be merged.

The taxonomies form one of the simplest knowledge repre-
sentation language and as such are interesting to study and
to use because of the low time and space complexity of their
classical inferences. But with the classical semantics, the con-
junction of two taxonomies, i.e. the union of their formulas,
cannot be inconsistent and, as such, cannot express all that a
human could express like “Melons are not fruits". For exam-
ple, the conjunction of the two taxonomies seen in figure 1 is
not inconsistent, it just means that melons are, at the same
time, fruits and vegetables, as presented in figure 2.

So how to make arise some inconsistencies during the merg-
ing? A way of solving this issue is to increase the expressivity
of the representation language but without significantly in-
creasing its time and space complexity. To achieve this goal,
this paper proposal is to add an axiom construct for mod-
elling that melons are not fruits, in the case where a concept
Fruit exists with the axiom Melon C Vegetable but without
the axiom Melon C Fruit.

9 Some steps of the KCIP are not presented here because not di-
rectly related to our subject. For more detailed information on
this process see [8].



PlantFood
Fruit Vegetable
Melon

is consistent

Figure 2: The consistent result of the union of the two tax-
onomies of figure 1.

With this addition, the conjunction of two taxonomies
could raise some contradictions. An example of contradiction
is: “A melon is a fruit but is not a vegetable” and “A melon is a
vegetable but is not a fruit”. So, a part of the modelled knowl-
edge has to be suppressed, in order to restore consistency. But
how one could determine which part should be suppressed and
which part should be preserved? In [3], a measure of the agree-
ment and the disagreement between ontologies, that could be
useful to make some preferences between pieces of knowledge,
is defined. Following the ideas of this work, the idea is to pre-
serve all the agreement and to select some pieces of knowledge
of the disagreement.

The paper is organized as follows.The notions and tools
that are used in this paper are defined in section 2. Section 3
is the core of this paper: it presents an approach for merging
taxonomies. Finally, a conclusion and some future work are
presented in section 4.

2 BELIEF REVISION AND BELIEF
MERGING

This section is about the minimal change theory research field
in which this paper aims at contributing. Two important no-
tions of this field are belief revision and belief merging.

2.1 Revision of a knowledge base by
another one

Let 9 and p be two consistent knowledge bases. The revision
of ¢ by u consists in keeping all the knowledge from p and the
maximal knowledge from 1) to obtain a consistent knowledge
base.

In [1], some general postulates of belief revision have been
proposed. These postulates have been reformulated in [5] for
the particular case of revision in propositional logic. Accord-
ing to these postulates, if the conjunction of ¢ and p is con-
sistent, then the revision is equivalent to this conjunction. If
W A is inconsistent, then minimal modifications v — 10" have
to be done such that 1)’ A u is consistent (and the revision of
¥ by pis ¥’ A u). |7] presents a survey on belief revision.

2.2 Merging of knowledge bases

Let 1, ¥2, ..., ¥, be n consistent knowledge bases. The
merging of these knowledge bases consists in keeping as much
as possible from them in order to obtain a consistent knowlege
base. The difference with revision is that there is no a priori
preference among the knowlege bases to be merged.
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Let A be a merging operator. If the conjunction of all the
knowledge bases 11, ¥2, ..., ¥, is consistent, the result of
the merging is their conjunction:

A({wlvw27"'7wn}) Ewl /\1/12/\/\’([),1

Else, minimal modifications of all the bases 11 — 97, P2 —
Wh, ..., Yn = 1, such that ¥] A5 A ... A, is consistent
have to be done, and:

A({vhr, 2, ) SV AP AL AP,

Some postulates of merging, inspired from the postulates of
revision, are presented in [6].

3 MERGING TAXONOMIES
3.1 Taxonomies

The term tazonomy has been created by biologists for talking
about the classification of the species. But, etymologically, it
means arrangement method and is used to refer to a class hi-
erarchy. So, here the term is used for a class hierarchy which
is represented formally by a language (called here £ for tax-
onomy’s language).

L7 is defined as follows (reusing the description logics no-
tations [2]). Let A be a countable set: A € A is called a
concept (only atomic concepts are allowed in £7). A formula
of L1 has the form A T B where A, B € A and A # B,!°
meaning that the concept A is more specific than the concept
B (formally: for each model w of A C B, w(A) C w(B)). A
taxonomy is a knowledge base of L7 (i.e., a finite set of L1
formulas).

The vocabulary V(i) of a taxonomy % is defined as follows.
For A,B € A, V(A C B) = {A,B}. For a taxonomy 1,
V) =UVU) | f et

The language L£7 has been chosen because it is one of the
simplest knowledge representation languages and, as such, its
inferences are of low complexity, i.e. the sumbsomption test
is linear for L7 (it can be completed by searching a directed
path in a graph). So an efficient (in term of time and space
complexity) merging operator should be definable in this lan-
guage. And, moreover, this language is sufficient to express
most of the formal knowledge edited in WikiTaaable.

3.2 The notion of inconsistencies in Ly

Let us consider 1 and 12, the two taxonomies in figures 3
and 4. 91 states that melons are fruits and 2 states that mel-
ons are vegetables. Formally there is no contradiction there:
11 (resp., ¥2) does not entail that melons are not vegetables
(resp., fruits).

More generally, if 11 and 2 are two taxonomies (two finite
subsets of £7), 11 U 12 is also a taxonomy and therefore, is
consistent.'*

Now, when considering again ;1 and 2 of figures 3 and 4,
the fact that ¢ [~ Melon C Vegetable and 2 [~ Melon L
Fruit may have two intuitive interpretations:

10 whithout loss of expressivity, the tautologies A C A are excluded
from the formalism.

11 Every taxonomy is satisfiable and thus consistent. Indeed, if 1) =
{A; C B;}; is a taxonomy, it is satisfied by the interpretation
whose domain is {1} and function w associates, for any i, A; to
w(A;) = {1} and B; to w(B;) = {1}.



PlantFood PlantFood
Fruit Vegetable Fruit Vegetable
Apple Melon Apple Leek Melon
Figure 3: ;. Figure 4: 1.

e Either 11 and 2 are incomplete in the sense that the per-
son in charge of the development of ¥1 (resp., ¥2) does
not know whether melons are or are not vegetables (resp.,
fruits);

e Or the persons in charge of the development of 1, and
12 are in disagreement: the former thinks that melons are
fruits and are not vegetables, the latter thinks that melons
are vegetables and are not fruits.

Therefore the merging of 11 and 2 should lead to a tax-
onomy v satisfying one of the four possibilities:

(a) ¢ = Melon C Fruit and ¢ |=Melon L Vegetable
(b) ¥ = Melon C Fruit and ¢ [~ Melon C Vegetable
(c) ¥ £~ Melon C Fruit and ¢ = Melon C Vegetable
(d) ¢ [~ Melon C Fruit and v [~ Melon L Vegetable

Hence, if the conjunction of two taxonomies corresponds
to their union, only situation (a) can occur. To prevent that
situation, taxonomies are considered according to a closed
world assumption (CWA):

YFEACB
AUZB
This entails that the formulas A [Z B are considered. Let
L7 be the language of taxonomies with negations. A formula
of L7 is either a formula of £7 or a formula A Z B for
A, B € A. The semantics of L7 is as follows: w satisfies A Z B
if w(4) € w(B).

In order to integrate the closed-world assumption in the

CWA

conjunction, for ¢ an £3 knowledge base, let ZZ)\ be the de-
ductive closure (including CWA) of ¢ defined by:

Y ={ACB|ABeV) andy|= AL B}
U{AZB|A,BeV({) and ¢ £ ALC B}

Z/J\ can be viewed as a clique whose vertices are elements
of V(¢) as illustrated on figure 5 where A [Z B is represented
by a dashed bracket-headed arrow from A to B. For the sake
of simplicity, in the next examples the deductive closure will
not always be graphically represented.

Now, the conjunction of two taxonomies ¢ and ¥2 (of L7
or of £7) is defined by:

1/)1/\1/12:’1/£U1/P;

With this definition, the conjunction of the taxonomies of
the figures 3 and 4 is inconsistent since, e.g.,{Melon L
Fruit,Melon IZ Fruit} C o1 A 2.
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PlantFood
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! v d,
s

Fruit F—% Vegetabl
ér‘l %\Q\Q}\{ 'T‘
LK /Y
Apple E--=9 Melon
Figure 5: 1//;, with the ¥, of figure 3.
With that, the merging of these two taxonomies raises two

inconsistencies (or clashes) that have to be solved:

clashi = {Melon C Fruit,
clashy = {Melon C Vegetable,

Melon [Z Fruit}
Melon [Z Vegetable}

3.3 CS,(¢) and MCS,(v)

Let 1 and 1 be two £ knowledge bases, such that y is con-
sistent. Let C'S,,(¢) be the set of knowledge bases ¢ such that
u C o C ¢ Up and ¢ is consistent (CS stands for “consis-
tent subsets”). CS, () # 0 since p € CS,(¢)). Among the
elements of C'S, (1)), the largest ones for inclusion constitute
MCS,(¢) (MCS stands for maximal consistent subset). If
1 U p is consistent, then M CS,,(¢) = {1 U u}.

For example (using the notations of the previous sections),
if ¢» = clashi U clashz, then M CSp(v)) is composed of the four
consistent knowledge bases (a), (b), (¢), and (d).

3.4 Modelling the choice among several
possibilities

As pointed out above, there may be several possibilities and
S0, it is necessary to make a choice among them. This possi-
bility to make a choice is represented by a preorder < on the
knowledge bases of L7 such that ¢ < 12 means that 1 is
preferred to 2 (1 < 12 means that ) < 12 and Yo £ ;).

< is assumed to be a total order up to the logical equiva-
lence: it is reflexive and transitive, if ¥ < 92 and 12 < 91
then ¢1 and 12 are equivalent, and for any 1 and 2, either
Y1 < g or o < 1. Therefore, if S is a finite set of L7
knowledge bases, the minimal of S for < exists and is unique,
modulo equivalence, and it is denoted by Min<(S).

Moreover, < is assumed to prefer more specific knowledge
bases, i.e., if )1 C )2 then 12 < ¢p1. This property involves
that Min<(CS,(v)) = Min<(MCS,()).

3.5 An operator for merging taxonomies

The merging operator presented in this section is inspired
from the ideas of agreement and disagreement of two ontolo-
gies as introduced in [3]. Let 1, 92, ..., ¥, be n consistent

12 As pointed out by a reviewer, another idea is to use the major-
ity merging rule stating that a preference is given to the piece
of knowledge entailed by a majority of the n knowledge bases
to be merged (which makes sense if n > 2). However, in some
situations, there is no strict majority (the number of knowledge
bases entailing A C B is equal to the number of knowledge bases
entailing A Z B) and the preorder < can be used.



knowledge bases of L7 (e.g., two taxonomies) and F = {1,
Y2, ..., ¥n}. The notions introduced below are illustrated
with the taxonomies of figures 3 and 4.

The agreement « of ¥1, 2, ..., ¥, is constituted by the
pieces of knowledge common to them. formally:

a=(i =t Ny .0 b

—
« is necessary consistent (since o C 11 that is consistent).
Figure 7 shows a representation of .

PlantFood
7’ Y

1 \

\L\ﬁ K d,
Fruit F— Vegetable

Lr '/\ |

‘ 1
7’ ‘ [u N

Apple - ---JMelon

Figure 6: a: the agreement of the ¢; and 1), of figures 3 and 4,
represented without some of the edges that can be deduced

by CWA.

PlantFood

7’ Y

1 \
\b/W K:\',

Fruit F— Vegetable

L0

‘ 1
<& 7 L

Apple E---JMelon

Figure 7: a: the agreement of the ¢; and 12 of figures 3 and 4,
represented without some of the edges that can be deduced

by CWA.

The disagreement is intuitively defined as the pieces of
knowledge that are not in agreement.'® This disagreement is
defined as 6 = Ul 6; where §; represents the pieces of knowl-
edge of ¢, that are not in agreement with the v;’s (j # 4):

Slza\a

Since 1); is consistent, d; is also consistent. Figures 8 and 9

illustrate §; and d-.

PlantFood
1
:
Fruit Vegetable Fruit | ; Vegetable
m &<* <1
b
. ST
1 ~
Melon API[’}? i I:,e)fl\( i I‘:Ie’%on
Figure 8: §1.

Figure 9: J2.

So, here, ¢ is the union of d; and J2.

Then, a subset 8 of § has to be chosen. o U 8 has to be
consistent and has to keep as much knowledge as possible,
ie. B € MCS4(0). If the choice is made according to < (cf
section 3.4) then:

8= M’I,TLS(MCSa((S))

Finally, the result of the merging is a knowledge base of L7
such that: I
A(E) = B
Figures 10 to 13 present the four possibilities for A(t)1,2),
depending on the choice <.

PlantFood PlantFood
Fruit Vegetable Fruit Vegetable

IR

Apple Leek Melon

Figure 10: Result
of the merging after

7

Apple Leek Melon

Figure 11: Result
of the merging after

13 This slightly differs from [3] where the agreement and the dis-
agreement are not complementary.

choosing (a). choosing (b).

PlantFood PlantFood
Fruit Vegetable Fruit Vegetable

Ll s
T

Apple Leek Melon

T T

Apple Leek Melon

Figure 12: Result
of the merging after
choosing (c).

Figure 13: Result
of the merging after
choosing (d).

3.6 Properties

First, A can be confronted to the postulates of [6]. These
postulates are used for characterizing a merging operator in
propositional logic, but can be reused in the £ formalism.
These postulates deal with the merging of multisets of knowl-
edge bases, but, since for the operator A, the number of oc-
currences has no importance, we will consider only sets of
knowledge bases.

These postulates are (for E, Eq, Es: sets of knowledge
bases; 11, 12: knowledge bases):

(A1) A(F) is consistent.
(A2) If A E is consistent then A(FE) is equivalent to A E.
(A3) If there is a bijection F' from E; to E; such that F(¢) is

equivalent with v, then A(E1) is equivalent to A(Es) (this
postulates states that the syntax is irrelevant for A).

(A4) If 41 A )2 is not consistent, then A({y1,12}) = 1.

A(El) A A(EQ) ': A(El U Ez).

(A6) If A(E1)ANA(E?) is consistent, then A(E1UE>) = A(EL)A

A(B).

A satisfies (A1). Indeed, A({¢)1,v2,. ..
and thus is consistent.

s ¥n}) € MCSa(9)



A satisfies (A2). To prove it, let us assume that A E is

consistent. A\ E = A, T/J? = aUJ4. Thus aU{ is consistent and
s0 MCSa(8) = {aUd}. Hence A( ) = aUd = A E. Therefore,
if A\ E is consistent then A(E) = A E which proves (A2).

A satisfies (A3), which states the irrelevance of syntax. In-
deed, for any knowledge bases 1 and 92 of L7, 91 is equiv-
alent to iy iff 1/11 = 1/)2 Since A is defined thanks to the
1/)Z s, A(E) does not change when substituting a 1; by an
equivalent knowledge base.

(A4) is not satisfied by A as the following counterexample
shows. Let 91 = {A C B} and ¢» = {A Z B}. Then
Ur ={ACB,BZ Ayand 4y ={AZ B,BZ A}. 1 Aths =
{AEB7AZB7BZA}705:{BZA}:61:{AEB}:
b2 ={AZ B}, 6={AC B,AZ B}, MCSa(6) = {{A C
B,BZ A},{AZ B,BIZ A}}.

Thus according to the choice performed by <,
A({Y1,92}) E ¥1 or A({Y1,92}) E ¢2. (Ad) is called
in [6] the fairness property: it states that A should not make
a preference between the knowledge bases to be merged. Our
interpretation of the non fairness of our operator is that the
L7 language does not permit to express disjunctions and so,
the operator has to make a choice (that is why < has to be
a total order). Indeed, let us consider £7" the extension of
L7 with disjunction: if 1 and 12 are L7 knowledge bases,
then 11 V 1o is an £ knowledge base and w satisfies it if
w satisfies 11 or w satlsﬁes wz Now, let V be the merging
operator defined by V(E \/MCS 0)(E: a set of LT
knowledge bases, V(E): an E knowledge base). V satisfies
(A1), (A2), and (A3) (51m11ar proofs than the proofs for A)
and it satisfies also (A4):  Let 1, ¥2 be two consistent
Lr knowledge bases such that ¢1 A wz is c0n51stent Thus,

a= P 0%751 =V \a, f2= 2 \a. aUf = ¢r and
aUfe = 1/)2 are conswtent/\so there exist ¢; and ¢2 such
that ¢; € MCSa (Y1 A 2), s Q/qzi,(z E\{I,Z}), and ¢1 U ¢2
is inconsistent (since ¢1 U @2 = 1 U P2 = 11 A1) that is
inconsistent). Therefore ¢1 A g2 = V({1)1,%2}), d1 A d2 & 1
(since ¢1 P& ¢2), 1 A p2 & @2 (since ¢2 [~ ¢1). Hence,
V({91,92}) = ¢i for ¢ € {1,2}. This is why the non fairness
of A is interpreted as a consequence of the necessity to make
choices, in the £7 formalism.

At this point, we have neither proven that A satisfies (A5)
and/or (A6), nor found any counterexample.

A detailed complexity analysis has still to be carried out.
However, a naive algorithm for A gives a polynomial com-
plexity for the computation o and § and an exponential com-
plexity for the computation of M CS, () (exponential in the
size of ). Therefore, with this algorithm, the computation
of A is tractable when the taxonomies are similar. Indeed
d =J; ¥i —(); @i contains the formulas that are not shared
by the taxonomies, so |§| can be used to characterize the dis-
similarities of the 1;’s. Hence making frequents merging of

taxonomies that have forked from a same taxonomy is use-
ful. '

14 This can be likened to the usefulness of frequent commits in a
version management system like subversion, as noticed by Fabien
Gandon. Thanks for this relevant remark, Fabien !
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4 CONCLUSION AND FUTURE WORK

This paper has presented an operator for merging similar tax-
onomies that satisfies a subset of the postulates defined in [6].
There is still work to do in order to study its properties.
This operator is used to design an efficient algorithm for the
merging when the taxonomies are similar, which is the case
when they are originated from the same taxonomy and have
not diverged for a too long tin}g This algorithm, in order to be
efficient, should not compute 1) (this operation is too complex

and is too time and space consuming;: |/1/1\| = [V()|> = |V(®))).

The design of such an algorithm involves that the relation
< has to be specified. Indeed, the operator presented in this
paper is based on the maximal consistent subsets of formu-
las issued from the conjunction of the knowledge bases to be
merged.

A way to integrate this operator in the KCIP is to specify
the < relation as following:

e In the current KCIP, any user can submit his/her own ver-
sion of the knowledge base at any time. When a user sub-
mits his/her version, it is merged with another user version
and the knowledge base obtained by this merging process
has to pass some automatic test in order to determine if it
worth to be submitted to the community of the experts.

e Now, when a user wants to merge his/her own version to the
current knowledge base, once the operator has determined
all the MCS, they can be used to make all the possibili-
ties of result for the merging and these possibilities can be
submitted to the tests currently in use. Then all the pos-
sibilities which have passed the test are presented to the
user, which will choose which possibility is the closest of
what he wants (the user will make the choice represented
by < in our formalism). The choice done by the users can
be stored for further reuse; this idea remains to be studied
in details.

So, once this algorithm is efficiently implemented, it will be
useful to the Kolflow project. But Kolflow does not limit it-
self to L7 and there is a large spectrum of languages ranging
from L7 to, e.g., OWL DL. One advantage of L7 is that its
inferences are much less complex than OWL DL’s (e.g., the
sumbsumption test is linear for £7 whereas it is NExpTime-
hard in OWL DL). The question we intend to address in future
work is what are the extensions of £7 for which we will design
a merging operator. Since L7 can be considered as the frag-
ment of RDFS with only one possible properties, subClass0f
(corresponding to C), some larger fragments should be con-
sidered (using other properties). Indeed in the particular case
of WikiTaaable, some properties are more used or important
and some are easier to compute than other ones so one can
think of a kind of anytime approach where the algorithm
will consecutively consider the RDFS properties starting with
subClassOf.

A kind of equivalent to the MCS is the MUPS that are
used in the system Pellet:'5 this system contains a tool for
debugging inconsistent ontologies which allows to find the
MUPS [4] of an inconsistent ontology. A MUPS (Minimal
Unsatisfiability Preserving Sub-TBoxes) is a minimal subset
of axioms which causes the inconsistency. If we find all the

15 nttp://clarkparsia.com/pellet/



MUPS of a knowledge base issued from the conjunction of
two other ones; the set of all the possible consistent knowledge
bases made from the conjunction of all the MU PS after delet-
ing one formula on each of them, is equivalent to the MCS.
As Pellet works on knowledge bases on OWL DL it could be
a lead to pass from £+ to OWL DL. It could also allows to
compare our algorithm to the results of Pellet’s debugging
tool.

Finally, another future work (following a discussion with
Pierre-Antoine Champin) is to study a similar merging oper-
ator based on another closed world assumption, a “disjointness
assumption”. This assumption for a tree-structured taxonomy
v means that if neither v = A C B nor ¢ E B C A then
A and B are disjoint (w(A) Nw(B) = @). The definition for
any taxonomy must be adapted (e.g., in figure 2, Fruit et
Vegetable are not comparable by C, yet they should not be
disjoint in order not to entail that there is no melon). The
future work aim will be to see how this different closed world
assumption modifies the belief merging operator.
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Ontology Merging and Conflict Resolution:
Inconsistency and Incoherence Solving Approaches !

Raphael Cobe and Renata Wassermann

Abstract. In recent years, researchers have focused on merging
knowledge bases but a recurring problem after that task is the exis-
tence of Incoherences and Inconsistencies. In this paper, we enumer-
ate a few attempts to deal with inconsistencies/incoherences while
merging knowledge bases. We present a process that joins these con-
flict solving methods together and also an usage example that illus-
trates how the process can be used to solve these kinds of ontology
modeling problems.

1 Introduction

There has been a rapid increase in availability of (semantic) infor-
mation on the web. Nevertheless, there is no standard way of reusing
knowledge, creating a challenge of building new knowledge bases
for specific domains. This has forced users to build knowledge bases
from scratch instead of being able to reuse previously established
knowledge.

Ontologies have been considered as a mean for expressing and
sharing semantic knowledge among systems [6] specially in the con-
text of the Semantic Web. Their underlying structures allow machine-
processing, providing a common vocabulary for expressing metadata
about each web resource. Also, they are based on first order logic,
allowing the usage of reasoners that are able to infer relationships
between concepts based on their logical description. An ontology
is naturally divided into terminological and assertional axioms, the
TBox and ABox respectively. The first one defines a set of axioms
that describe a set of properties of the concepts. The second defines
facts about the individuals of the domain. In that sense, W3C pro-
posed the OWL? standard specification language to express ontolo-
gies.

The integration of multiple knowledge sources may result in con-
flicting knowledge being joined together at a single base. This kind of
problem may compromise the integrity and reliability of the knowl-
edge base. For this matter, it is important that we distinguish Incon-
sistency and Incoherence. An ontology is considered to be inconsis-
tent if and only if there is no interpretation that could satisfy all the
axioms in the base [8]. This kind of problem typically happens with
the assertional knowledge, i.e., the ABox. A knowledge base is con-
sidered to be incoherent if and only if there is a concept C' such that
for all possible models for the knowledge base, C has an empty inter-
pretation [24]. This kind of problem happens with the terminological
knowledge, i.e., the TBox.

Several approaches have been proposed to work with inconsis-
tency solving like [23, 24, 17]. On the other hand a whole lot of

1 This research is sponsored by the FAPESP projects 2010/19111-9 and
2008/10498-8

2 University of Sdo Paulo, Brazil, email: {rmcobe, renata} @ime.usp.br

3 www.w3.org/TR/owl-features/
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different works are trying to deal with the incoherence problem like
[19, 20, 7]. All these approaches deal with conflict solving in their
own way. In this paper we propose a process that aims to group
and integrate these initiatives. We divided this process in phases, that
group activities proposed in the literature that relate to each other in
the way that they contribute to solve the conflict, e.g., the Stratifica-
tion phase groups activities that proposes to order the axioms by an
specific criteria. In addition to the activities proposed in the literature,
we propose a new one for numbered restriction axiom weakening in
ALCN . We also present an example that aims to show how this pro-
cess can be used to solve conflicts and how each phase contributes to
the final result.

In this paper we have assumed the following syntax convention:
we used upper-case letters O and K to represent (sub-) ontologies,
the ¢ greek letter to represent axioms and the a down-case letter to
represent individuals, the upper-case letters C, D, E, F', G and H
to represent concepts and the upper-case letter P to represent prop-
erties.

This paper is organized as follows. Section 2 presents a brief list of
initiatives that aim to solve conflicts in ontologies. Section 3 presents
the proposed process. Section 3.5 presents an usage example for the
proposed process and finally, Section 4 presents our final remarks
and outlines what we are currently working with.

2 Inconsistency and Incoherence Solving

In this section, we intend to show the common approaches used to
deal with the ontology conflict problem.

Most of the works that propose to deal with incoherences aim in
finding minimal subsets of the ontology that contains the incoherence
core. This kind of approach was built on researches in the field of
Diagnosis in Al. A parallel of the problems in diagnosis and knowl-
edge base conflict solving was presented in [31], where the author
used concepts and algorithms from the diagnosis researches to deal
with conflicting propositional belief bases. She used a expand-shrink
strategy that iteratively adds axioms to a set until the conflict rises
and after that the set is shrink until the minimality is reached. She
also proposed the use of Reiter’s hitting sets algorithm [25] to build
all possible minimal inconsistent sub-bases. Later, in [13], Kalyan-
pur adapted such strategy to fix ontology conflicts, he called such
approach Black-Box because it did not depend on the reasoner in-
ternal structures, thus, the reasoner is used like a black-box. This
expand-shrink approach was also adopted by Haase et al. in [8].

In [19], Meyer et al. proposed an algorithm for finding, instead of
minimally inconsistent/incoherent subsets, maximally consistent sets
from incoherent knowledge bases. The algorithm proposed builds
incoherence-free ontologies. Unfortunately this results are not very
helpful if the ontology designer is looking for the modeling error



that caused the incoherence. This algorithm is a modification of the
conjunctive maxi-adjustment algorithm for propositional knowledge
integration and is called CMA-DL. A different algorithm presented
in [20] uses a tableaux-based strategy to build maximally coherent
sub-ontologies. Kalyanpur [13] classified such approaches that rely
on the reasoner structure as Glass-Box approaches.

Most of the inconsistency solving approaches have been inspired
by model-based propositional logic inconsistency solving like what
is presented at [15], where the authors propose that for finding a solu-
tion for an inconsistency in propositional logic belief base, they had
to find models that differ minimally to the models of the formulas in
the inconsistency. They developed a whole framework for describing
how to find such minimally distant models. Gorogiannis and Hunter,
in [5] propose an approach to deal with inconsistencies by means of
Dilation Operators that are, basically, a strategy to iteratively relax
the formulas to remove inconsistencies. The idea of using this opera-
tors was to be able to reuse the framework for inconsistency solving
presented in [15]. The idea of formula weakening for inconsistency
solving was also used by Qi et al. in [23], where they proposed a
model-based operator named weakening that iteratively adds excep-
tions to the subsumptions axioms. In the next section we will show
the process that we proposed which’s goal is to integrate these two
fronts.

3 Process for Integrating Inconsistency and
Incoherence Solving Approaches

During the previous section we showed a few approaches de-
scribed in the literature for conflict solving - in the propositional and
the DL case - and ontology debugging. In the literature, many authors
dealt with different aspects of inconsistency solving, like minimiza-
tion of changing [20, 8, 7, 29, 16], axiom ranking [22, 27, 13] and
formula weakening [19, 23] both for TBoxes and ABoxes. Each of
these aspects are important for the conflict solving goal. Also, each
of these are applicable at distinct situations as we showed in Section
2. We propose a mean to group these techniques in a conflict solving
process that is applicable to inconsistent and incoherent ontologies.

The designed process allows the user to create his/her own incon-
sistency solving method, by selecting the activities that better suits
his/her needs, according to the nature of the conflicts found in the
ontology. In addition to the techniques proposed in the literature, we
designed new techniques for axiom ranking - using Information Re-
trieval structures - and also axiom weakening. The process can be
seen in Figure 1. Its activities have been grouped in 4 phases: (1) Ker-
nel Building: in this phase we aim to build minimally conflict keep-
ing sub-ontologies, i.e., S is a kernel of the inconsistent/incoherent
ontology O iff, S is a subset of O, S is inconsistent/incoherent and
there is no proper subset of S that is inconsistent/incoherent. We used
the same designation as [13, 30]. The concept of kernel is similar
to the Minimal Incoherence Preserving Sub-Ontologies (MIPS) and
Minimally Unsatisfiability Preserving Sub-TBoxes (MUPS) [27, 8];
(2) Stratification: during this phase, the axioms in the chosen ker-
nel are ordered according to some principle - the number of axioms
that share concepts and individuals, for instance. We chose to use the
same denomination presented in [24, 19]; (3) Axiom Weakening: the
activities in this phase try to solve the inconsistencies (not incoher-
ences) by modifying the axioms, weakening their restriction power
- adding exception to subsumption axioms or iteratively increasing
the n in axioms of the form C' C< nP, where C' is a concept, P
a property and n a natural number; (4) Axiom Removal: this phase
aims to remove the axiom with the lowest priority (or trustability) in
the kernel in which the user is working on solve the conflict. This ap-
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proach is used in most of the works on ontology debugging [29, 27]
and description logics belief revision [26].

In the following Sections we will present each phase and its com-
posing activities
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3.1 Kernel Building Phase

The identification of minimal conflicting subsets is fundamental to
the process, since it is during this phase that the conflict extension is
defined and all axioms directly contributing to such an inconsistency
are listed. This technique is commonly used in most of the conflict
solving methods for both ABoxes and TBoxes. Most of the time,
these sets are called MIPS and MUPS. The first one builds subsets
that relates to the global coherence, i.e., the minimal subsets that
causes the incoherence of the ontology, the second one relates to a
specific concept, i.e., the minimal subset of axioms that when put
together causes a given concept C' to be necessarily empty.

The idea of minimally inconsistent/incoherent sub-sets relates di-



rectly to the concept of kernel [11] and partial meet [1] contractions
found on the belief revision field. The first one uses kernel sets, i.e.,
minimal subsets that implies a given formula ¢. The second one uses
remainder sets, i.e., maximal subsets that do not implies a given for-
mula ¢. Falappa et al., in [4], presented a study on how these two
subsets relate to each other and how to build one from another. In
ontology debugging, the challenge is the same. The only difference
is that the condition that we use to build our subsets is the consistency
or coherence, much like in the Revision operation [1] for belief bases.

So, basically, we can separate the approaches to build the kernel
sets in two main groups: the first one builds the kernel directly and the
second one builds it from the remainder sets as presented in [4]. The
glass-box and black-box approaches are in the first group. The first
is reasoner independent and the second depends on modifications to
the reasoner, using mostly, specific tableau rules to expand and close
the branches on the tableau. We allowed the user to select one of this
two approaches to build his/her kernel sets. This choice is important
due to the nature of each approach. Also, usually, only TBox knowl-
edge is considered like the presented in [29], [28] and [20]. In [10],
Halaschek-Wiener et al. described a way to extend their algorithm
for axiom pinpointing to cope with ABox update and consistency
maintenance.

As the reasoning mechanisms are becoming more efficient, we no-
tice a larger interest on the black-box algorithm. Such approaches are
becoming more popular for their simplicity of implementation like
the approach presented in [8]. The authors proposed a modified ver-
sion of the strategy described in [31]. They begin the algorithm with
an unsatisfiable concept and use the idea of structural connectedness
to choose the next axioms to be inserted into the subset. They use
this idea during the expansion phase. By the end of such phase the
authors would get a unsatisfiability preserving sub-ontology that is
not guaranteed to be minimal [8]. After that they use a linear shrink
routine, removing iteratively the axioms in the subset to guarantee
that the subset is minimal.

In addition to the direct kernel building we chose to allow the
user use a strategy based on maximal consistent/coherent subsets,
since there are a few algorithms in the literature that aims to build
maximally consistent/coherent ontology. For instance, the work from
Meyer et al. [19] builds such subsets using an iterative algorithm
named Conjunctive Maxi-Adjustment, that at each iteration tries to
include into the maximal subset, a subset of the ontology with size n
(the value of n changes at each iteration).

Once the user built the remainder set, he/she can use the Reiter’s
hitting set algorithm [25] to build the kernel sets. Such algorithm
have been presented in [31] and used in [13]. For more details on
how to build the kernel from the remainder set, please refer to [10].

One could wonder why to build kernel from remainder sets and
not present this sets to the user as possible consistent sub-ontologies.
The problem with this approach is that the algorithm does not show
the user the axioms that have been removed and if we have a large
number of removed axioms, the user will have problems to guess
what these axioms were from comparing the ontology before and af-
ter the algorithm. Kernels are also smaller than remainder sets, easier
to manage and also they help the user to localize the conflicts source.

3.2 Stratification Phase

The next phase to be carried out during the process is the Strati-
fication. The adoption of this group of activities was inspired by the
works [23, 24, 19, 20]. These works have something in common: the
knowledge bases go through a process of axiom ordering/ranking ac-
cording to their importance or trustability to the system and for each
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pair of axioms either one of them is more important than the other or

the other way around [3].

The stratification phase can be carried out manually, by domain
experts like what is described by Haase et al. in [9], or by some au-
tomatic means. In our process we indicated a few techniques for au-
tomatic stratification.

Specific Axiom Prioritization has been proposed by Qi et al. in
[24] and its main idea, taken from [2], aims to preserve the axioms
that describe more general concepts, or more formally: an axiom
¢1 = C1 £ D; is more specific than the axiom ¢ = Cy T Dy
if and only if C; C Cs and C [Z C. In [2] the authors used such
strategy to solve inconsistencies in security policy definitions. In the
activity called “Order By Axiom Specificity” we allow the user to use
the strategy defined by Qi et al. in [24], but also we allow the use of
the reverse strategy, where the users may prioritize the more general
axioms. The prioritization of more general axioms helps keeping the
restriction defined in axioms of higher level as we can see in Example
1. This technique is only available for incoherent ontologies.
Example 1: Suppose that we have the following ontology: O =
{CQ C Cl, C3 C Cl, C, C —|C4, Cy C C4} It is easy to
see that such ontology is incoherent and if we use the approach
of Qi et al. [24], the result would be the stratified ontology: B =
{(Cz CC,03C C,Co C 04), (01 C —‘04)}, where the axiom
¢3 = C1 C —~C4 has a lower priority, which means that it is a strong
candidate for removal.

The removal of more general axioms can cause the removal of
restrictions applied to concepts not involved in the inconsistency. The
removal of the axiom ¢3 = C1 E =4 in example 1 would impact
on the axiom ¢ = C3 C (', once ¢3 says that the concepts Cy and
C are disjoint and so are their descendants. One can imagine that
the concept C's could have a large number of descendants on what
the disjointness restriction should apply. The Example 2 shows the
alternative result if we choose to prioritize the more general axioms.
Example 2: If we choose to invert the order of the elements after
using the algorithm from Qi et al. [24], the result of the stratification
would be the ontology B' = {(C1 C —C4),(C2 E C1,C5 C
C1,C2 C C4)}. An algorithm that removes the higher order strata
would give the user the choice of removing Cy C C1, Cs C C; or
Cs C Cy.

During the stratification phase the user can also choose to use the
algorithms defined by Kalyanpur in [13], for axiom ranking. The
available algorithms are:

e Order by frequency: the number of kernels in which the axiom
appears. If the axiom appears in n kernels, if it is removed, then
we are able to solve n inconsistencies. This technique can be used
in both incoherent and inconsistent ontologies;

e Order by semantic relevance: the number or entailments that are
lost if the axiom is removed, i.e., the number of inferred subclass
relationships that are added or removed if the axiom is removed
from the ontology. The larger the number of entailments the more
preferred the axiom. This technique can only be used in incoherent
ontologies; and

e Order by syntactic relevance: the number of axioms that share the
concepts with the axiom being ranked. This strategy allows the
user to choose to preserve axioms that share concepts with the
higher number of other axioms, once this might indicate that they
help describe important domain concepts, i.e., concepts that have a
richer description - a higher number axioms to describe it and their
relationships with other concepts. In order to use this technique
with inconsistent ontologies, we also have to count the axioms
that share individuals with the axiom being ranked.



Ontologies are commonly build to model a specific domain, and most
of the cases, the knowledge about this domain is described in textual
documents. In this paper we propose the use of Information Retrieval
- IR techniques to order the axioms by their importance. The goal of
this activity is to try to establish the importance of the axiom to a
given domain ontology.

The IR field goal, according to Manning et al. [18], is to
search within unstructured document collections to answer the user’s
queries. To do so, the systems usually classify and organize their doc-
ument collection in specific ways to make easier the process of doc-
ument retrieval, thus improving the time of retrieval and the quality
(relevance) of the retrieved documents.

The most trivial form of IR is to examine all the available docu-
ments in a linear way and check whether these documents have the
terms of the user’s query or not. Unfortunately this retrieval form has
a high cost and takes too long if we are considering large document
collections. Thus, some form of index is needed.

One of the most common index structures is called inverted index.
Such structure relates elements and their location, in the IR context,
the elements are the terms and the location is the documents in what
such terms can be found. It is easy to see that structure helps to speed
up the retrieval process. Now the IR system has only to look inside
the index to discover which documents contain a given term. This
kind of structure allows us to identify which terms are more impor-
tant to the system, i.e., are present in the larger number of documents
and this kind of information can be used to define which concepts in
an inconsistent/incoherent ontology are more important. Due to the
lack of space we are only going to present the outline of the algo-
rithm.

The strategy here takes into account the idea of semantic distance
between two concepts. Such measure is responsible for defining how
(semantically) similar two concepts are. From this measure we can
establish how similar are the classes in the ontology axiom and the
terms in the inverted index. From these data we can order the axioms
according to the number of occurrences of their most similar terms
in the index. In our process the user is allowed to choose which se-
mantic distance he/she wants to use once there is a large number of
proposals on this matter, like [14, 12] that use the Wikipedia* and the
Wordnet® to establish the distance between two terms.

The algorithm then calculates a rank for each axiom ¢rank
using the following formula ¢,qnk S rank(X), where
X € Concepts(¢) U Individuals(¢); and rank(X)
>~ occurrences(word) * sim(X,w), where w € index and
sim(X,w) < .+ is a value defined by the user that states the
minimum level of similarity to be considered. The level os similar-
ity is calculated by the sim() function and occurrences() function
retrieves the number of documents in what the w word appears.

This technique can be used for stratifying both inconsistent and
incoherent kernels.

3.3 Axiom Weakening Phase

This phase aims to solve inconsistencies only. It is composed by
a series of axiom weakening activities that were designed to lose the
formulae restriction power. The user can go through this phase sev-
eral times combining the techniques of each activity to solve the in-
consistency. This phase was inspired by the works from Qi et al. [23]
and Meyer et al. [19] where the authors propose ways to iteratively
weaken each axiom. The goal here is to avoid discarding whole ax-
ioms.

4http://wikipedia.org
5http://wordnet.princeton.edu/
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The first activity available to the user is the one described in [23].
The idea consists in transforming inconsistent axioms of the form
C C D, adding explicit exceptions for individuals that do not satisfy
such restriction, i.e., if a given individual declaration C'(a) M —D(a)
breaks the axiom ¢ = C' T D, we can add an explicit exception
for the a individual weakening the axiom, obtaining the axiom ¢’ =
(C m—={a}) C D, which states that all individuals of the C type,
except a, also belong to the D type.

The algorithm used in this phase is the same: we make explicit that
an individual is not affected by an axiom of the form C' C D, i.e.
being an interpretation Z, an individuals a and two concepts C' and
D, we add the information that a” € CT but a* ¢ D* by modifying
the original axiom to (C' M —{a}) C D. Example 3 taken from [19]
shows how this approach can be used to solve inconsistencies.
Example 3: Suppose that we have the inconsistent ontology O =
{bird(tweety), — flies(tweety), bird(chirpy),bird T flies}
that has the kernel K1 = {bird(tweety), - flies(tweety), bird C
flies}. After using the exception adding approach we have the re-
stored kernel KRy = {bird(tweety), - flies(tweety), (bird M
—{tweety}) C flies}.

Although this strategy can clearly solve the inconsistency, it
cannot be used directly to solve inconsistencies in OWL on-
tologies because the axiom to which the exception was added
loses too much power. For instance, if we take the consistent
sub ontology O’ {~flies(tweety), bird(chirpy),bird C
flies} obtained from O (from Example 3) by arbitrary remov-
ing an individual declaration contained in the kernel we could in-
fer that the individual named chirpy also could fly. It is nat-
ural that, after solving the inconsistency, the user performs an
axiom merging operation by joining the axioms left out of the
kernel with the restored consistent kernel into a new ontology,
e.g, 0" = {bird(tweety), = flies(tweety), bird(chirpy), (bird M
—{tweety}) C flies}. It is easy to see that the entailment that
chirpy could also fly is missing. This happens due to the fact that
OWL ontologies is built on the premiss that we deal with an open
world, which means that two individuals can be considered the same
individual unless we make explicit they are different. In the Example
3, we cannot say that chirpy is not the same individual as tweety, so
we can no longer infer that chirpy can fly, unless we add the axiom
chirpy # tweety.

So, in order to use this approach, the user that chooses to use it
within OWL ontologies will have to take care of missing subclass
entailments. One way to automate this task would be: compare the
taxonomic classification of the ontology before and after the incon-
sistency solving and examine the cases where individual not included
in any kernel have different before and after taxonomic classifica-
tions. In order to run a reasoner and build a taxonomic classification
the ontology must not be inconsistent. One way to deal with this is
to remove the individuals involved in any conflict, i.e. in any kernel,
then do the taxonomic classification. In Example 3 we should remove
the tweety individual and later do the taxonomic classification that
infers flies(chirpy). With this information we are able to notice
that at least one subclass entailment is lost, thus we need to add the
chirpy # tweety axiom.

Another extra concern with the usage of this fix is to deal with on-
tology evolution, more precisely with new individuals inclusion. The
ontology designer should be careful while adding new individuals,
checking their taxonomic classification for missing subclass entail-
ments.

We also added in our process a modified version of this exception-
adding technique from [23] compliant with the OWL Disjointness



construction C' DisjointWith D which is the same as C T —~D
which means that the interpretation function for the two concepts
should have no elements in common, i.e., being Z an interpretation
function and C' and D two concepts, to say that C' is disjoint from D
means that C* N DT = 0.

We propose the usage of the same axiom-adding technique

with DisjointWith axioms. For instance, if we have a series
of individuals ai,as2,...,a, that breaks a disjointness axiom
C DisjointWith D, after adding the exceptions, the axiom is
changed to: (CM—{a}M—{a2}M...M={a,}) DisjointWith D.
Example 4 shows how this technique can be used.
Example 4: Consider the kernel K =
{Mammal DisjointWith Bird, HasBeak C Bard,
Mammal(Platypus), HasBeak(Platypus)}. If we use the
approach from [23], exceptions should be added to the axiom
¢1 = HasBeak T Bird and the result of the algorithm would
be ¢ = (HasBeak M —{Platypus}) C Bird which means that
there is something that has a beak that is not a bird. Although, recent
genetic analysis showed that the Platypus has genes from mammals,
birds and reptile. The resulting axiom ¢} is no longer correct from
the design point of view. In this case, makes sense to add an excep-
tion for the axiom ¢2 = Mammal DisjointWith Bird obtaining
the axiom ¢4 = (Mammal N—{Platypus} DisjointWith Bird
which states that every mammal except the Platypus is not a bird.

The last available activity available for the users during the weak-
ening phase was inspired by the work of Meyer et al. [19], where
the authors propose a algorithm for inconsistency solving that relies
on an OWL extension, named concept cardinality that allows the de-
signer to explicit say that a given concept has at least (or at most) n
individuals, n being a natural number. So, in the algorithm the au-
thors iteratively changed the n value, trying to restore consistency.
We adapted the idea to the axioms of the form < n.P where P is a
property and n a natural number.

In our proposed approach, like in [19], we iteratively increase or
decrease the number 7 in the axiom, trying to reestablish the consis-
tency. In the case of the < n.P axiom, by incrementing the value of
n we are allowing that more individuals be connected by means of
the P property. The Example 5 shows how this approach works.
Example 5: Suppose we have the kernel K = {C C< 1P.{a:}
C(a1), as # a2, P(a1,a2), P(a1,as)}. In order to solve this in-
consistency, using the approach that we proposed, we can iteratively
increment the value of the axiom ¢ = C' C< 1P allowing that
more individuals relate to each other by means of the P property. In
this example, we only have to increment the value of n in 1, i.e., the
ontology becomes consistent if ¢ is changed into C' =< 2 P.

The process of building kernels compromises with a minimality
principle, which may be a problem for the cardinality weakening ap-
proach, once there may be more individuals that break a < n.P ax-
iom, i.e. if we have an inconsistent ontology O of the form presented
on Definition 1.

Definition 1: A TBox < nP-based inconsistency is defined by the
TBox axioms C' C< nP and the ABox axioms C(a1),a; #
a;, P(a1, ai)

A variant of this type of ontology presented in Definition 1 would
be if we have the < nP axiom defining an individual, as an ABox
only axiom, what we called a ABox < nP-based inconsistency, that
is defined by the set of individuals {a1, a2, ..., an, an + k} and
the ABox axioms (< nP)(a1), a; # aj, P(a1,a;), Where k > n,
1# j,withjandi € 1..n+k.

The number of kernels for both the TBox and ABox < nP based
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inconsistent ontologies, would be the number of combinations of size
n+ 1 of the a; individuals that relate to the individuals of the C' class
subsumed by the < n P axiom in the case of the TBox inconsistency,
or the individual defined as belonging to the < nP concept in the
ABox inconsistency. Example 6 extends Example 5 and shows what
happens if we create an ontology from the kernel K adding one extra
individual, a4 that is different from all other individuals that also
relates to the individual a; by means of the property P.

Example 6: Suppose that we have the inconsistent ontology O =
{C C< 1P,C(a1), as # a2, as # a2, as # az, P(a1,az2),
P(ai1,a3), P(a1,as)}. The number of kernels for the ontology is
the number of combinations of size 2 of the 3 individuals that relate
to a1 by means of the P property, i.e., 3 kernels: K1 = {C C<
1P,C(a1), as ;é az, P(CL1,0,2), P(al,ag)}, K2 = {C ES 1P,
C(a1), as # a2, P(a1,a2), P(ai,as)} and K3 = {C C< 1P,
C(a1), as # a3, P(a1,as), P(ai,a4)}.

We have to observe that, in Example 5 the user has already gone
through the first phase of the process, where, at the end, he/she
chooses a kernel in which he/she is interested to restore consistency.
What we have to notice is that consistency is only fixed locally, i.e.,
within the chosen kernel. So, after solving this inconsistency and
merging the kernel with the previous ontology, the inconsistency
may rise again and the user will have to go through a new process
iteration. On this case, the kernel usage has proven not to be effec-
tive while diagnosing inconsistencies of this kind. A better approach
would be to build larger sub-ontology, containing the same axioms
of the < nP-based inconsistency presented in Definition 1 and do
a syntactical check, counting the number of property declarations
P(ai,a;) where k < ¢ < j and ax # a; for k # j in the frag-
ment and setting n to the corresponding number.

A similar problem, illustrated in Example 7 occurs with the excep-

tion adding approach from [23]. The example shows that kernel us-
age is also not effective while fixing inconsistencies using this tech-
nique.
Example 7: Take the ontology O = {C C D, C(a1), ~D(a1),
C(a2), =D(a2), a1 # a2} and its kernels K1 = {C(a1), =D(a1),
C C D} and K2 = {C(az), ~D(a2), C C D}. If the user chooses
to weaken the first one by exception adding, the weakened axiom
¢’ = (C M —{a1}) C D when used to update the ontology results
in 0’ = {(Cn—{a1}) C D, C(a1), =D(a1), C(az), ~D(az),
a1 # a2} that is still inconsistent.

A strategy to deal with this problem is to first stratify the kernels
using the frequency criteria proposed by Kalyanpur [13]. The fre-
quency criteria causes axioms that are in a large number of kernels
to be less preferred, thus, good candidates for removal. By using this
criteria we ensure that the axioms to which we will add exceptions
come first in the stratified kernel. After stratifying all kernels we cal-
culate a cutting set which is a set that contains a single element from
each kernel, and for each axiom in the cutting set we examine each
kernel it belongs to and try to solve it by adding exceptions to the
axiom in the cutting set. After that, merge all exceptions into one and
check if the consistency has been restored. Example 8 is an extension
of Example 7 and shows how this approach works.

Example 8: First we need to stratify the kernels K; and Ko us-
ing the frequency criteria that would give us the stratified kernels
K{ = {(C T D). (~=D(a). C(a))} and K = {(C T D),
(=D(a2), C(az2))}. Then we calculate a cutting set L by select-
ing the less preferred axioms in the kernels that would give us
L = {C C D}. After that, we have to track the kernels to which
the C' C D axiom belongs and check if there is any way to fix the



kernel inconsistency by adding exceptions and that is the case for
both K1 and K>». In K, the axiom C' C D would be replaced by
(€ —={a1}) C D as presented in Example 7. Conversely, in K>
the C' C D axiom would be replaced by (C' M —{a2}) C D. After
calculating the exceptions for the less preferred axiom, we join them
together and obtain (C' M —{a:} M —{a2}) C D, that once used to
update the O ontology would restore its consistency.

Inconsistencies involving > n P axioms appear when there are ex-
plicit and opposite declarations to the > n P axioms, e.g., if we have
the following kernel K = {C' C> 2P, C(a1), < 3P)(a1)}. In this
case, we have conflicting declarations, probably from poorly cared
ontology modeling phase, that cannot be solved with the strategy to
solve < nP inconsistencies that we presented earlier. In order to
solve this kind of inconsistency, we propose that we set the value of
n from the > n P to the same as the < n P axiom, thus restoring the
consistency.

By the end of this phase, the ontology should be consistent, but
it may be the case that the user does not want to try to weaken ax-
ioms anymore, for instance, if he/she has to add a large number of
exceptions to the subsumption or disjointness axiom. It may make
more sense to remove such axioms, instead of add exceptions that
may include all of the individuals of the domain. The next phase has
the goal of removing the least important (or trustable) axiom.

3.4 Axiom Removal Phase

This phase takes as input the weakened or only stratified kernel
chosen by the user and removes the axiom that is found on the lower
order strata. It may contain more than one axiom and the user can
manually choose which to remove. The usage of this approach makes
sure that the axiom being removed is less important to the ontology,
according to one of the criteria used during the stratification phase.

This phase can be executed right after the stratification, when it is
the case that the ontology is only incoherent or when it is more im-
portant to keep the individuals than the TBox axioms. This approach
is the same used in [9, 7, 20, 29].

It can also be executed after the user has tried unsuccessfully to

weaken axioms. As we discussed on Section 3.3, it may be the case
that the user has to add exceptions to all of the individuals in the
ontology in order to restore its consistency, and even after that, the
kernel still be incoherent. The Example 9 shows this case.
Example 9: If we have the following stratified kernel K = {E C
D,E C C,C DisjointWith D, E(a1)}. If we go through a process
of axiom weakening by adding exceptions to the subsumption axiom
E C D obtaining (E M —{a1}) C D we were able to restore its
consistency, but the ontology is still incoherent, since we are saying
that two disjoint concepts have one common descendent.

A better way to solve all problems in the kernel in Example 9
would be the axiom removal, removing, for instance the axiom £ C
D, which would restore the global consistency/coherence.

By the end of this phase the user obtains an inconsis-
tent/incoherence free sub-ontology, that now can be used to update
the original ontology. As the new sub-ontology may still conflict with
other sub-ontologies, the process may be executed more than once,
until the global consistency/coherence be restored.

3.5 Usage Example

In this section we will describe a brief case study that aims to show
how the user should interact with the process and how it can be used
to restore consistency/coherence. We have chosen to describe a small

example due to lack of space.
Suppose that we have the following ontology O composed by the
axioms:
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TBox:

$p1 =DCEG,¢p2=ELCF,
¢p3=CLED, ¢4 =CLE,
¢5 = G DisjointWith F,
¢6 = F C< 1P, and
¢7=H = -G

ABox:

¢8 = az # a3, pg = az # a4
#10 = a3 # aa, p11 = E(a1)
$12 = P(a1,a2),

¢13 = P(al, a3), and

¢14 = P(a1,a4)

The ontology that we chose for our usage example is both incon-
sistent, due to the fact that the individual a; relates to more than 1
other individual by means of the P property; and also incoherent,
due to the fact that two disjoint classes G and F' have one common
descendent, the class C'. Now we will go through the conflict solv-
ing process that we proposed earlier and show how it behaves while
solving this issues.

The first phase is the Kernel Building Phase, where, from the
O ontology we derive the kernels: K1 = {¢1, ¢2, ¢3, Pa, &5}
(incoherent), Ko = {¢2, (}54, ¢6, (158, (1511, ¢12, ¢13} (il’lCOl’lSiS-
tent), K3 = {¢2, ¢4, 6, P9, P11, P12, $14} (inconsistent), and
Ky = {¢2, ¢4, Ps, P10, P11, P13, d14} (inconsistent). Once this on-
tology has incoherences and inconsistencies the user cannot use the
Glass-Box algorithm described at [30, 13] to build kernels.

After building the kernels, the user has to choose one to work with.
In this example, the user chooses the kernel K to restore its consis-
tency. Then he/she goes for the phase 2 of the process (Figure 1), the
Stratification Phase and during this phase the user chooses the order-
ing by axiom frequency activity and the obtained Stratified kernel is
K5 = {(¢2, 1), ($11, ¢6), (d12, ¢13), (¢s)}. The obtained result
has 4 strata. The first one contains the axioms that are present in all
4 kernels, the second the axiom that is present on 3 kernel, the third
the axioms that are present in 2 kernels and the later, the axiom that
is present only on this kernel.

After the Stratification Phase, the user chooses to try to solve the
inconsistencies by means of axiom weakening. This kernel has a <
nP-based inconsistency, then we apply the strategy that we defined
on Section 3.3°, so we use the other computed kernels with the same
kind of inconsistency - K3 and K4 - and group them together with
K. After that we merge them, thus building the larger sub-ontology
OgnP = {¢2, Pa, b6, P3, P9, P10, H11, P12, P13, ¢14}.

In the < nP-based conflict solving strategy, we first build the
larger sub-ontology O<,p than we count the number of property
declarations that connect a; to each different individuals P (a1, a;).
In our example, the property declarations are P(a1,az2), P(a1,as)
and P(a1, as4), so the number of n is increased from 1 to 3, restoring
the kernel consistency.

After solving the inconsistency, the user updates the ontology with
the newly consistency restored axioms and checks the whole ontol-
ogy consistency/coherence and verifies that the ontology is still in-
coherent, having the unique kernel K1 = {¢1, ¢2, ¢3, ¢4, ¢5}. In
this case, the user could have build the kernel using the Glass-Box
algorithm presented on [13] on the Kernel Building Phase.

After rebuilding the kernels, the user now advances to a new Strat-
ification Phase, but this time he/she can execute stratification activi-
ties built exclusively for incoherent kernels. We will assume that the
user chooses to execute the Order by Axiom Specificity activity like
what has been proposed in [24, 2]. Before we build the stratified ker-

6 We could also have solved the inconsistency by executing the Add Excep-
tions to Subsumption Axioms activity, having as input the least preferred
axioms ¢2 and ¢4. Each one of is considered a cutting set, the user should
then pick one of them to weaken in all inconsistent (not incoherent) kernels.
If he/she chooses ¢2, in all inconsistent kernels, if we update them with the
axiom ¢}, = (E M —={a1}) T F all three kernels have their consistency
restored.



nel it is important that we rewrite the axiom G DisjointWith F
by means of subsumption axioms, i.e. G DisjointWith F <
¢5 = G C —F. The stratified kernel would be K1 = {(¢5, ¢2),
(¢1). (¢3, ¢a) }

After the Stratification Phase, the Axiom Removal Phase takes
place and the user should choose which axiom to remove from the
lower order strata, i.e., either ¢5 or ¢. Suppose that the user chose
¢%. After that the ontology coherence will be restored’.

4 Final Remarks

In this work we presented a process that integrates a large num-
ber of common techniques used while dealing with conflict solving.
The process joins together approaches that deal with modeling prob-
lems for both ABox and TBox. Our process can also be thought as a
conceptual framework to classify conflict solving methods.

We also added a few techniques that we thought to make sense in
the context of conflict solving. We developed a technique that uses
information retrieval structures to stratify ontologies and also pro-
posed a new method for numbered restriction axiom weakening.

Our work relates vaguely to the one developed by the PROMPT
team presented in [21]. Both our work and theirs present a process
that aims to fix ontology consistency/coherence. The difference is
that they deal with the problem from only a pragmatic point of view
and we have developed our process by grouping solid theoretical ap-
proaches. Their tool would fail to capture the simple conflict in the
ontology O = {C C =D, E C C, E C D} for instance.

Currently we are developing a software framework that joins to-
gether all phases proposed by the process. We intend to build a
Protege plugin from such a framework and make it available as a
free/opensource software. After the software built we intend to work
on ways to evaluate the whole process effectiveness against ad-hoc
conflict solving.
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Belief Management for HRI Planning

Julien Guitton and Matthieu Warnier and Rachid Alami

Abstract. This paper presents an extension of a hierarchical plan-
ning approach designed to handle multi-agent problems and, more
especially, Human-Robot Interaction problems in which a robot and
a human have to collaborate in order to achieve a joint goal. Our
method allows to reason and plan for agents that have different or
incomplete beliefs in order to produce feasible and comprehensible
plans. It is based on a new description of the agent’s beliefs and a
mechanism that produces and inserts some communication actions
into the current plan.

1 Introduction

When acting in an environment with other partners, an agent has to
reason not only on its own capabilities but also on the capabilities
of the other agents to achieve a task in a collaborative way. In the
context of Human-Robot Interaction (HRI), the robot needs to rea-
son about the human’s knowledge: the robot and the human may not
have the same vision of the scene as well as the same information
about the objects of the environment. This reasoning is complicated
by the fact that the robot may not have the cognitive model of the hu-
man. Indeed, except through some dialog phases, the robot can only
infer the knowledge of its human partner concerning the environment
through a reasoning using a perspective-taking ability.

With this knowledge, which can be different from its own knowl-
edge or partially incomplete, the robot has to produce a plan for him
and for its partner in order to achieve a joint goal. This plan should
be precise and comprehensible for the human.

In a previous work, we have presented a dedicated planner called
HATP [2], for Human Aware Task Planner, which is based on hierar-
chical task planning combined with a set of behavior rules that leads
the robot decisions and allows to produce plans that are socially ac-
ceptable for humans. In this paper, we extend this planner to deal
with HRI problems in which the robot and the human may not have
the same beliefs on the environment or incomplete beliefs. We call
this extension Belief Management.

In the next section, we make an overview of existing work on the
consideration of the human when designing a robotic architecture
and existing work on planning for collaborative task achievement be-
tween a robot and a human. Then, in section 3, we present the HATP
planner which provides the basis for this work. In section 4, we pro-
pose an extension of the HATP formalism to take into account beliefs
of the different partners and the algorithm part allowing to handle this
extension. In section 5, we present the integration of this work in our
robotic platform as well as the different modules allowing to gather
and manage agent’s knowledge. Finally, in section 6 and 7, we il-
lustrate the planning process with Belief Management through some
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basic examples and a scenario in real situation where a human and
a robot have to cooperate in order to clean a table, i.e., to put some
tapes into a trash bin.

2 Context and related work

In recent years, the Human Robot Interaction field has become an
active research topic in various disciplines and at different levels.
For instance, for researchers in sociology, one of the current trends
is to evaluate the reactions of humans interacting with robots [10] in
order to design more friendly-user robotic architectures.

In robotics, the human is taken into account at different levels
such as at the perception layer through some work on perspective
taking [9, 18, 19] or at the functional layer in order to adopt a so-
cially acceptable behavior during motions by considering the human
not only as an obstacle to avoid [16].

Another trend in robotics and HRI field is to develop cognitive
architectures that try to be as close as possible to the cognitive model
of humans [6, 8, 11]. The idea behind these cognitive architectures
is to embed in the robot architecture a theory of mind [3], i.e. the
ability for the robot to infer and understand the beliefs, desires and
intentions of others from its observations.

At the decision layer, work on planning for HRI has follow two
main trends. The first approach concerns work on mixed-initiative
planning [5, 14] that allows to put the human in the loop: the human
can control the construction of a plan while the planner is used to as-
sist him in making decisions. The other approach is called continual
planning [4] and is based on the idea of active knowledge gather-
ing [12]: the robot does not plan only to achieve a goal, but also to
acquire the necessary information to achieve it. Continual planning
interleaves planning and execution in order to compensate the lack
of information from a planning phase to another.

In this work, we consider the human only at the deliberative level,
and more especially at the planning level. Unlike continual planning,
in order to avoid re-planning and produce comprehensible plans,
our planning algorithm reasons from not only the robot’s knowledge
about the environment but also from its knowledge concerning the
human’s beliefs. When the lack of information concerns the robot’s
beliefs, the algorithm behaves like continual planning by acquiring
the information and trying to solve the goal again.

3 Human Aware Task Planner

HATP, for Human-Aware Task Planner, is a HTN planner. The aim
of hierarchical task planning is to decompose a high-level task rep-
resenting a goal into sub-tasks until reaching atomic tasks that are
achievable by the agents [15]. HATP is able to produce plans for
the robot’s actions as well as for the other participants (humans or
robots). It can be tuned by setting up different costs depending on



the actions to apply and by taking into account a set of constraints
called social rules. This tuning aims at adapting the robot’s behav-
ior according to the human’s preferences and to the desired level of
cooperation.

3.1 Agents and action streams

The robot plans not only for itself but also for the other agents. The
resulting plan, called “shared plan” is a set of actions that forms a
stream for each agent involved in the goal achievement. Depending
on the context, some shared plans contain causal relations between
agents. For example, the second agent needs to wait for the success
of the first agent’s action to be able to start its own action. When
the plan is performed, causal links induce some synchronizations be-
tween agents. Figure 1 illustrates a plan with two streams.

TAKE (Humant,
GREY_TAPE, TABLE)

THROW (rumani,
GREY_TAPE, Trash1)

TAKE (HUMANI,
WALLE_TAPE, TABLE)

/

A0

PUTRYV (roBOT,
WALLE_TAPE, TABLE)

THROW (rumani,
WALLE_TAPE, Trash1)

A0

TAKE (roBOT,
WALLE_TAPE, TABLE)

@ O
@ O

TAKE (roBOT,
BLACK_TAPE, TABLE)

©

THROW (rogoT,
LOTR_TAPE, Trash2)

THROW (rogoT,
BLACK_TAPE, Trash2)

TAKE (rRoBOT,
LOTR_TAPE, TABLE)

Figure 1. A plan produced by HATP with 2 streams.

3.2 Action costs and social rules

To each action is associated a cost function and a duration func-
tion. The duration function provides a duration interval for the action
achievement and is used, on the one hand, as a timeline to schedule
the different streams and, on the other hand, as an additional cost
function. In addition to these costs, HATP takes as an entry a set of
social rules. Social rules are constraints aiming at leading the plan
construction towards the best plan according to some human’s pref-
erences. The main social rules we have defined are:

e undesirable state. To avoid a state of the world in which the human
could feel uncomfortable;

e undesirable sequence. To eliminate sequences of actions that can

be misinterpreted or rejected by the human;

effort balancing. To adjust the work effort between agents;

wasted time. To avoid delays between the actions of an agent;

intricate links. To limit dependencies between the actions of two

or more agents.

TAKE (HUMANI,
GREY_TAPE, TABLE)

THROW (Human1,
GREY_TAPE, Trash1)

TAKE (rumani,
WALLE TAPE, TABLE)

O
/e

PUTRV (r0507,
WALLE_TAPE, TABLE)

THROW (HumAN1
WALLE_TAPE, Trash1)

N

TAKE (R0B0T,
LOTR_TAPE, TABLE)

@ O

® O

TAKE (Ro50T,
WALLE TAPE, TABLE)

TAKE (0507,
BLACK_TAPE, TABLE)

THROW (ros0T,
BLACK_TAPE, Trash2)

THROW (roBOT,
LOTR_TAPE, Trash2)

Figure 2. A plan with the wasted time social rule.
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Figure 2 illustrates an alternative plan to the previous one (Fig-
ure 1) if the social rule called wasted time is used. The returned plan
is the best plan according to a global evaluation of these multiple
criteria. In this plan, we can see that the actions of the robot are re-
ordered in order to remove the waiting period of the human.

3.3 Several levels of cooperation

By tuning its costs and applying social rules, HATP can be used to
compute various alternative plans. These plans can be categorized
into several levels of cooperation:

e helping the human to achieve his goal by acting for him;

e sharing concrete resources by handing some objects;

e collaboration of the robot and the human by coordinating their
actions towards a human-robot joint goal.

3.4 Domain modeling

HATP uses its own object-oriented domain modeling language. This
language has at least the same expressive power and features than
SHOP2 [15]. In order to better understand the belief management
extension, we present the basis of this modeling language.

The world is represented by a set of entities. Each entity is unique
and is defined by a set of attributes. Attributes are defined to be static
or dynamic and have a type atom or set. A static attribute represents a
non-modifiable information whereas a dynamic attribute can be up-
dated. An attribute of type atom can take only one value at a time
whereas the set type is used to store multiple values.

An agent is a special object and therefore is defined using the same
formalism. However, as the output of HATP is a plan under the form
of a stream per agent, the agent entity type is predefined and at least
one agent must be initialized.

The domain, called fact database in HATP, is processed in four
steps as illustrated in figure 3. First, the different types of entities are
defined (except for Agent which is implicit). Then, the attributes of
each entity are defined. In a third step, the objects and agents present
in the environment are created. Finally, initial values are given to the
attributes of each entity.

4 Belief management and formalism

The description of the world as it has been previously presented as-
sumes that the current state is entirely known and that all the agents
share the same view of this world. In a real application, especially in
Human-Robot Interaction problems, these assertions can lead to un-
feasible solutions or illogical or impracticable plans for the human.
In order to bridge this gap, we propose to extend this representa-
tion by adding, on the one hand, the possibility to model a different
knowledge for each agent and, on the other hand, the possibility to
consider that an agent may or may not know some information.

4.1 Belief state modeling

In our HRI experiments, the solution to a given goal is entirely com-
puted by the robot. In this case, the fact database must model the
state of the world from the robot’s point of view as well as the robot’s
beliefs concerning the human’s (or more generally the other agents)
knowledge.



factdatabase {
//step 1: Definition of entity types
define entityType Table;
define entityType Container;
define entityType GameArtifact;
//step 2: Definition of attributes

ehtityAttributes Agent {
static atom string type;
dynamic atom GameArtifact hasInRightHand;

define

define entityAttributes Container {
dynamic set Agent isReachableBy;

}

define entityAttributes GameArtifact {
dynamic set Agent isVisibleBy;
dynamic set Agent isReachableBy;
dynamic atom Container isln;
dynamic atom Table isOn;

//step 3: Creation of entities

JIDO = new Agent;

PINK_TRASHBIN = new Container;
WHITE_-TAPE = new GameArtifact;

//step 4: Attributes initialization
JIDO.type = “robot”;

PINK_TRASHBIN. isReachableBy <<= JIDO;
WHITE_TAPE. isVisibleBy <<= JIDO;
WHITE_TAPE. isReachableBy <<= JIDO;
WHITE_TAPE. isIn = PINK_.TRASHBIN;

Figure 3. Example of domain definition using the HATP formalism.

4.1.1 Belief representations:

To model different beliefs for the agents, the HATP formalism is
extended using Multiple Values State Variables (MVSV). A multiple
values state variable V' is instantiated from a domain Dom and for
each agent a € A the variable V has an instance V (a) = v € Dom.
For example, if the agents have a different belief about the location
of WHITE_TAPE:

WHITE_TAPE(JIDO). isIn = PINK_.TRASHBIN;
WHITE_TAPE (HERAKLES) . isIn = BLUE_TRASHBIN;

By default, in order to clarify the planning domain, only entity
attributes for which the agents have a different belief are modeled
with the MVSV formalism.

In order to specify which agent is the robot, i.e., the agent for
which the system plans, we use the keyword myself instead of declar-
ing a new agent. For example, if JIDO is the robot and HERAKLES
is a human, the initialization will look like:

JIDO = myself;
HERAKLES = new Agent;

4.1.2  known and unknown information:

The agent’s beliefs model includes the notion of known and unknown
information. When an agent has no information about an entity at-
tribute, the value of this property is set to unknown. When an agent,
different of the agent myself knows the value of an attribute, this
value is set to known.

The previous belief representation is extended to take into account
these specific values:

if a = myself

Dom, U {unknown} U {known} otherwise

V(a) € {

Dom, U %unknown}

For example, if the human doesn’t know the location of the object
WHITE_TAPE:
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WHITE-TAPE(JIDO). isIn = PINK_.TRASHBIN;
WHITE_-TAPE (HERAKLES ). isIn = unknown;

When an agent has no information about an entity, i.e., all the at-
tributes of this entity should be set to unknown, we simplify the rep-
resentation by:

WHITE_TAPE (HERAKLES) = unknown;

With this representation, we assume that even if the agent has no
information on the object, it knows the existence of the object.

4.1.3 Consistency of beliefs:

To be consistent, a belief on a state variable V' requires that the union
of the agent’s beliefs forms a set of dimension 1. That is to say, a
value is consistent if there is no conflict between the agents’ beliefs
concerning the object.

I vi=1

Va€Ag

This property is used during the planning process in order to as-
sume a correct plan in the point of view of the agent’s beliefs.

4.2 Beliefs update and communication

In classical planning, an action is defined by a set of preconditions
representing the necessary conditions to achieve it and a set of effects
modeling the resulting changes of the world.

Planning for several agents that have their own beliefs raises some
fundamental questions:

e Which beliefs should trust the system, especially in the case of a
joint action?

e Should the agent’s beliefs be consistent before an action achieve-
ment? And how?

e How evolve beliefs of the agents involved in a joint action?

e How evolve beliefs of the other agents?

In the following paragraphs, we try to answer these questions by
specifying the behavior of a classical action and by introducing a
specific type of actions called communication actions.

4.2.1 action preconditions and effects:

In order to achieve a joint action, every participants must have the
same beliefs about the entities manipulated during this action. To en-
sure this consistence, the planner will produce some communication
actions between the main agent (myself) and the other participants.

Because when beginning to achieve an action, all the participants
may have the same beliefs on the manipulated objects, the effects
of the action are applied over the beliefs of all participant, i.e., be-
liefs on the manipulated objects remain consistent after the action
achievement. Concerning the other agents that could be present in
the scene during this action achievement, it is the responsibility of
the domain designer to decide if their beliefs should be updated. For
example, such an update could be:

FORALL(Agent O, {O != A;}, {C(O).isIn = C(myself).isIn;})

Meaning that for all agents O distinct from the agent A doing the
action, their value of the property isIn for the object C is updated
with the value of the property isIn of C stored in the agent myself
database. Beliefs of the agent A are updated automatically according
to the classical effects of the action.



4.2.2 Communication actions:

A communication action is a specific action that takes as parame-
ters two agents, the emitter and the receiver, and a subject which is
represented by an entity and an attribute. The prototype for a commu-
nication action is:

commAction name(Agent A, Agent B, Entity E, Attribute T){

preconditions {...};
effects {...};
cost{...};

duration{ ... };

The aim of a communication action is to transmit a value from one
agent to another and corresponds to the effect :

E(B).T = E(A).T;

This effect is implicit to this kind of action, i.e., the domain de-
signer does not need to specify it.

Like a classical action, a communication action is defined by a set
of preconditions to express the necessary conditions to achieve the
communication (e.g., the agents must be in the same room), and a
set of additional effects. With these effects, it is possible to model
the concept of co-presence, i.e., the communication affects also the
beliefs of all the agents that are listening.

In order to fit the domain formalism, if the parameter correspond-
ing to the attribute is set to NULL, then all the attributes of the entity
E are transmitted from the agent A to the agent B. Otherwise, only
the value of the specified attribute is communicated.

4.2.3 TDypes of communication:

Depending on the agents’ beliefs, the communication acts will not be
treated the same way at the execution level. We choose to make this
distinction at the planning level by defining three different commu-
nication actions: information, contradiction and question. This dis-
tinction may help, during the plan execution, to choose the best com-
munication modality to apply.

The communication action of type information aims at giving an
information from the agent myself to another agent when the value
for an attribute is set to unknown in its knowledge base.

When the value associated to an attribute for an agent is different
of the value for the agent myself, the planner produces a communi-
cation action of type contradiction.

The question type is used when the agent myself has no informa-
tion concerning an attribute and another agent has this information
(modeled by the value known).

myself Agentp type of communication
v unknown information
v v contradiction
unknown known question

Table 1. Types of communication depending on the agents’ beliefs.

Table 1 summarizes these types of communication depending on
an agent’s beliefs compared to the beliefs of the agent myself.

4.3 Implementation and adaptation of the planner

To be able to deal with the agents’ beliefs, the planning algorithm
must be adapted to take into account the new formalism and the com-
munication actions.
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4.3.1 Fact databases:

To store the agents’ beliefs, we create a fact database for each agent.
During the initialization phase, the entities representing the agents
and objects in the environment are created and stored in the database
of the agent myself. For the other agents, in order to save memory,
we decide to store in the additional agents’ databases only the values
that are inconsistent with the beliefs of the agent myself.

4.3.2 General communication method:

In order to let the planning domain designer name the communica-
tion actions as he would do for classical actions, the communication
actions are linked to the concepts of information, contradiction and
question through a method called beliefManagement.
beliefManagement {
information { GivelnformationAbout;
contradiction { Forcelnformation; };

question { AskForInformation; };
}

}i

Each communication action must have been defined previously in
the planning domain.

During planning, when a communication is needed, this method
returns the appropriate communication action depending on the
needed communication type.

4.3.3 Main planning process:

The main algorithm of the HTN planner consists in developing the
planning tree, i.e., in decomposing complex tasks into sub-tasks until
reaching a sequence of primitive actions. The tree development is
done by a depth-first search and stops when the task list is empty.

This algorithm is enhanced with the belief management processing
as follow:

Tree_develop (T):
to = T[O];
if (tp is a primitive
classical false;
agent the (main) agent achieving the action;
v(agent)= value of task arguments and preconditions;
forall (v(agent)) {
if (agent # myself) {
if (v(agent) unknown) {
c make_action (beliefManagement. information);
T[O] c;
Tree_develop (T);

task) {

else if (v(agent) # v(myself)) {
c make_action (beliefManagement. contradiction);
T[O] = c;
Tree_develop (T);

}

else classical = true;

else if (v(myself)=unknown and v(other agent)=known)
21 ¢ = make_action(beliefManagement. question);
22 T = empty;
23 plan = ¢;
24 }
25 else classical = true;
26 }
27 if (classical=true) {
28 // do the classical HIN treatment for primitive task
29 }
30 )
31 else // do the classical HIN treatment for compound task
32 )

In this algorithm, if the current task corresponds to an action (1.3),
the values of the attributes of each object linked to the task are ver-
ified. If the agent achieving the action is not myself (1.8) and if the
value of an attribute is unknown (1.9) in the knowledge of this agent,
then a communication action of type information is produced (1.10).



This action is inserted at the beginning of the task list (1.11) and will
be refined during the next recursive call of the algorithm (1.12).

In the same way, if the value of the attribute in the model of the
agent achieving the action is different from the value in the model of
myself (1.14), a communication action of type contradiction is pro-
duced (1.15) and inserted at the beginning of the task list.

If the agent achieving the action is the myself agent and if the
value of the attribute is unknown (1.20), the algorithm verifies that
another agent knows this data. If it is the case, the algorithm pro-
duces a communication action of type question (1.21) and replaces
all the pending tasks by this action (1.22 and 1.23). Indeed, only af-
ter the execution of this communication action, the knowledge model
of the main agent will be updated, then the planner would produce
the remaining actions allowing to achieve the current goal during the
re-planning phase.

5 Integration in a robotic architecture

HATP with Belief Management has been integrated and tested in our
robotic architecture. In this section, we make a brief overview of this
architecture.

5.1 Overview of the robotic architecture

The robot is controlled by a three-layer architecture [1]. Figure 4
illustrates the decisional layer of this architecture. The proposed de-
cisional framework consists of several modules, having each a spe-
cific role and that can be linked to the three main activities of the
robot controller: 1. Situation assessment and context management, 2.
Goals and plans management, 3. Action refinement, execution and
monitoring.

Robot Controller

e _ _ _
9 Human-aware N N
symbolic task planning
world model and
\‘ agents beliefs.
world model and
agents beliefs
symbolic
facts
ric & Temporal R i

Sensorimotor layer

" Motion and
Manipulation Planning

action monitoring
and management of
position hypotheses

Actuation ]

Perception

Tags ARToolKit, Kinect, Motion Capture Pan Tilt Unit, Gripper, Arm, Wheels

Figure 4. The decisional layer of the robotic architecture.

In the next paragraphs, we present parts of these activities that
allow HATP to gather necessary knowledge in order to be able to
produce a plan, and how this plan is executed.

5.2 Knowledge acquisition

The geometric reasoning component is called SPARK (SPAtial Rea-
soning and Knowledge) [18]. It is responsible for geometric informa-
tion gathering and embeds a number of decisional activities linked to
abstraction and inference based on geometric and temporal reason-
ing. SPARK maintains all geometric positions and configurations of
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agents, objects and furniture coming from perception and previous
or a priori knowledge. Geometric states of the world are abstracted
into a set of symbolic facts that can be directly used by HATP.

These produced facts are stored in a central symbolic knowledge
base, called ORO [13]. ORO stores independent knowledge models
for each agent. The robot architecture components can then save the
different beliefs in the corresponding model. Each of these models
is independent and logically consistent, enabling reasoning on dif-
ferent perspectives of the world that would otherwise be considered
as globally inconsistent (for instance, a object can be visible by an
agent but not by the others).

5.3 Goal treatment, planning and execution

The goal is given by the human partner. When an event announc-
ing the goal is caught by the robot controller, its validity is first
tested: does it correspond to abilities of the agents? Is it not already
achieved?

Then the goal is sent to HATP which acquires the current state of
the world for each agent from ORO and produces a first plan. This
goal is considered as achievable as long as the planner computes a
valid plan or the execution is not abandoned by the human.

Plan execution consists in the management of all the actions of
the plan. This management is done in three steps: first, the action
preconditions are tested. Then, the action is executed and monitored
(only monitored for human’s actions). Finally, the expected effects
are verified in order to acknowledge the action achievement. In case
of failure, a new plan is requested and executed.

6 Two illustrative examples

To illustrate HATP with Belief Management, we details two exam-
ples of the achievement of a collaborative task in which the knowl-
edge is incomplete.

Two agents, a robot (called JIDO_ROBOT) and a human (HER-
AKLES_HUMAN) have to collaborate in order to clean a table
(EXP_TABLE). The goal is to put two tapes (BLACK_TAPE and
GREY _TAPE) into the pink trash bin. The grey tape is on the table
whereas the black tape is in the blue trash bin (Figure 5).

(a) Initial state of the experiment

(b) During the execution of the plan

Figure 5. Representation of the environment for the HRI experiments.

In both experiments, the pink trash bin is reachable by both agents,
the blue trash bin is reachable only by the human and the grey tape is
reachable only by the robot. The reachability of the blue trash bin in-
duces the reachability of the black tape. All these facts are computed
by the SPARK module. The initial state is defined as follow (except
for the black tape):



BLUE_TRASHBIN. isReachableBy <<= HERAKLES_HUMAN;
PINK_-TRASHBIN. isReachableBy <<= HERAKLESHUMAN;
PINK_-TRASHBIN. isReachableBy <<= JIDO_-ROBOT;
GREY_TAPE. isVisibleBy <<= JIDO_ROBOT;
GREY_TAPE. isVisibleBy <<= HERAKLES_HUMAN;
GREY_TAPE. isReachableBy <<= JIDO_-ROBOT;
GREY_TAPE. isOn = EXP_TABLE;

6.1 First example: Unknown for the human

In this first scenario, the environment has been set up during the ab-
sence of Herakles. We assume that, from its standing position, the
human cannot see the content of the blue trash bin, resulting in the
fact that the location of the black tape is unknown for him. The initial
state is extended as follow:

BLACK_TAPE (JIDO_ROBOT). isIn = BLUE_.TRASHBIN;
BLACK_TAPE (HERAKLES HUMAN) . isIn = unknown;

Figure 6 illustrates the plan produced by HATP for this scenario.
The first action is a communication action of type information. The
robot informs the human that the black tape is in the blue trash bin.
Then, the human has to pick and throw this tape into the pink trash
bin while the robot has to pick and throw the grey tape.

Pickomjact ThrowObect
- . __(HERAKLES HUMAN BLACK TAPE BLUE TRASHBIN) (HERAKLES HUMAN BLACK TAPE PINK TRASHBIN )
TAPE sin) D) — S—
— Takoobjoct Tarowonect
0IDO_ROBOT GREY.TAPE EXPE TABLE ) ID0_ROBOT GREY. TAPE PINK TRASHBIN )

Figure 6. Plan produced for the first scenario. The robot informs the
human about the location of the grey tape.

6.2 Second example: Unknown for the robot

In this second experiment, the perception system of the robot has
been deactivated during the placement of the objects. For Jido, The
location of black tape is unknown. It only knows that Herakles knows
where is the tape. The initial state is extended as follow:

BLACK_TAPE(JIDO_ROBOT). isIn = unknown;
BLACK_TAPE (HERAKLES HUMAN) . isIn = known;

Because the robot only knows that the human knows where is the
black tape, it cannot produce a complete plan for the given goal. In-
deed, this information is needed by the preconditions of the action
PickObject. In this case, HATP produces a plan containing only one
action (figure 7): a communication action of type question allowing
the robot to gather the missing knowledge.

AskForInformation
(JIDO_ ROBOT HERAKLES HUMAN BLACK TAPE isIn )

Figure 7. The plan contains only a communication action allowing the
robot to acquire the missing information.

Once the robot has the information, HATP is asked to compute a
new plan. Figure 8 illustrates the ouput of HATP allowing the agents
to achieve the goal.
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TakeObject
(IDO_ROBOT GREY_TAPE EXPE_TABLE )

PickObject
(HERAKLES_HUMAN BLACK_TAPE BLUE_TRASHBIN ) -

ThrowObject
(IDO_ROBOT GREY_TAPE PINK TRASHBIN )
‘ThrowObject
(HERAKLES_HUMAN BLACK TAPE PINK TRASHBIN )

Figure 8. Plan produced after the acquisition of the information and a
re-planning step.

7 A more complete scenario

In this scenario, the experimental conditions are slightly different
from the previous examples. Both agents have to throw three tapes
(BLACK_TAPE, GREY_TAPE and WHITE_TAPE) that are on the
table, into the pink trash bin. The white tape is only accessible by the
robot whereas the grey and black tapes are reachable only by the hu-
man but invisible to him because they are hidden behind some boxes
(BOX1 and BOX2). Because the pink trash bin is only reachable by
the human, he is in charge of throwing the three tapes.

Figure 9 is a screenshot of the SPARK module and illustrates the
initial state of this scenario, that is to say the representation of the
environment modeled from the robot’s point of view.

Figure 9. View of the initial state computed by the SPARK module.

The human agent, Herakles, has no information on the position of
the black tape and believes that the grey tape is behind the central box
(BOX1). This belief is represented by the green sphere. In fact, this
grey tape is positioned behind the other box (BOX2), as represented
on the figure 9.

The plan produced by HATP corresponds to the one on the fig-
ure 10. This plan contains two communication actions (figure 11): an
information on the existence of the black tape and a contradiction on
the position of the grey tape.

One can remark that the attribute communicated by the robot for
the action of type information is set to NULL resulting in the fact that
all the attributes of the black tape are communicated to Herakles.



Figure 10. Plan produced by HATP for this cooperative scenario. This plan contains 2 communication actions. Actions of Herakles are in blue and actions of
Jido are in yellow. Green circles stand for the communication actions.

GiveInformationAbout
(JIDO_ROBOT HERAKLES_HUMAN BLACK _TAPE NULL )

(@
ForceInformation
(JIDO_ROBOT HERAKLES HUMAN GREY _TAPE isNextTo )

(b)

Figure 11. Zoom on the two communication actions.

8 Conclusion and future work

In this paper, we have presented a first attempt allowing a hierarchical
task planner to produce valid and comprehensible plans for a human
even if the agents have different beliefs or incomplete knowledge.
This work is based on the extension of the HATP formalism allowing
to express different or known/unknown beliefs for each agent, and
the design of special actions: the communication actions. During the
planning process, when the agents’ beliefs are inconsistent or when
one of the agents has not the necessary knowledge to achieve the
action, a communication action of type contradiction, information or
question is produced and inserted in the current plan.

This work has been implemented in the decisional architecture of
our personal assistant robot and tested through some simple but real-
istic scenarios.

Our future work will concern the production of known and un-
known facts, which has not been roughly implemented in our situa-
tion assessment module (SPARK). This work need some extra tem-
poral and geometric reasoning about the human. Did he see or not
the environment changing? what did he know before leaving?

The communication actions are, for now, only executed under the
form of spoken sentences. We would like to investigate the possibility
of using other modalities (gaze, gesture, ...) and to combine them.

Moreover, humans have a tendency to forget or not accept what
they were told as truth. It would be interesting to see how this influ-
ences planning and execution of the plan. A justification of a modifi-
cation of the environment given by the robot can also lead to a better
acceptance for the human.

Concerning the planning part, one possibility to extend HATP in
order to avoid re-planning even if the robot has missing informa-
tion would be to apply techniques from planning under incomplete
knowledge as for example in the work of Petrick and Bacchus [17],
or following some work on acting in noisy environment [7].
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An Agent-Based Formalization for Resolving Ethical
Conflicts

Ganascia Jean-Gabriel !

Abstract. The current proliferation of artificial agents affects so
greatly our everyday life that many of us want them to act morally,
i.e. with reference to good and evil. Undoubtedly, to behave ethi-
cally by reference to duties and moral principles requires high level
cognitive abilities. However, in many concrete situations, the gen-
eral orthodox principles on which it is possible to refer to define the
right and the wrong actions may conflict, which generates ethical
dilemmas. For instance, moral imperatives prohibit to lie, to commit
suicide and to kill, while in some specific situations it may happen
that, faced to ethical quandaries, people find preferable, from an eth-
ical point of view, to lie, to commit suicide or to kill, i.e. to violate
general principles of duty.

As many authors say, the classical deontic logics, which have been
designed to model obligations and rights, fail to deal with ethical
dilemmas, i.e. to overcome the contradictions resulting from the ex-
istence of conflicts of moral norms. In the last few years, there have
been some fruitful approaches that made use of non-monotonic log-
ics and default logics to surmount these impediments.

This paper pursues in this direction by formalizing within the BDI
— Belief-Desire-Intention — framework a moral agent referring to a
classical consequentialist ethical view. On the one hand, we prove
that conflicts of norms may lead to multiple solutions, each one sat-
isfying the axioms of the Standard Deontic Logic. On the other hand,
we show how, by adding values and consequences, this formalization
makes it possible to deal with ethical dilemmas in a way that mimics
our moral conciousness.

1 Problems with Machine Ethics

Inspired by Asimov’s short story “Runaround” written in 1942 [2],
computational ethics [1, 5], i.e. ethics for artificial agents, studies the
rules on which robots should base their behavior in order to be eth-
ically acceptable. For instance, web agents have to respect privacy;
automated hospital agents have to respect patients and their suffer-
ing, etc. As mentioned in [37], the Asimov’s laws of robotic are what
people think first in this matter. However, the concrete implementa-
tion of such ethical principles in machines is far from being achieved.
This raises difficult questions when multiple legitimate ethical rules
are in conflict: agents who claim to be moral — or to act morally —
have to obey multiple and independent rules that may appear to be
contradictory in concrete situations.

For the sake of illustration, we want that personal robot servants
act as faithful dogs, who defend and help their master. At the same
time, we wish to protect our privacy by restricting access to our per-
sonal data. But we would also like robots that behave ethically, i.e.
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they tell the truth whenever someone asks them something and they
do not increase the global information entropy by giving incorrect
and/or redundant answers. These three requirements are somewhat
contradictory, since people’s security requires transparency, while
servants — and consequently robot servants — sometimes need to lie
to protect their master’s privacy. Therefore, those who claim to be
discreet have to obey multiple and independent principles that may
seem incompatible. The human cognitive abilities are used to resolve
ethical dilemmas of this type. If we want to build artificial agents
that act ethically, we have to reproduce in computational artefacts
the cognitive abilities that make able to overcome those quandaries.
This article aims at such a reproduction.

There have already been many attempts to formalize the ethical
behaviors of agents using sets of laws. At first sight, the deontic log-
ics [36] seem perfectly appropriate for this purpose, since they have
been designed to describe what ought to be in terms of duties, obliga-
tions or rights. It naturally follows from this that deontic logics have
been used to formalize the rules on which is based the behavior of
ethical agents [13, 26, 5].

Nevertheless, as many authors mention [32, 20, 24], the classical
deontic logics, in particular the Standard Deontic Logic [6, 36], but
not only, fail to deal with ethical dilemmas, i.e. to overcome the con-
tradictions resulting from the existence of conflicts of moral norms.
Some well-known paradoxes [17], e.g. the Chisholm’s Paradox [7]
or the paradox of the gentle murderer [12] illustrate those difficul-
ties. There were attempts to overcome the contradictions resulting
from the existence of conflicts of norms and ethical dilemmas [14].
Among them, some advocate the introduction of priorities among
norms [16], the use of non-monotonic formalism [20], e.g. default
logics or non-monotonic logics, or both [4]. However, those works
do not really focus on the design moral agents, but on normative
agents, i.e. on agents that respect norms; they implicitly suppose that
morality has to be assimilated to the respect of sets of norms, i.e.
to a deontic approach. Some authors (cf. Noel Sharkey interview in
[9], pp. 43-51) say that this view is too restricted because in concrete
situations, especially in war affairs, the arbitration between ethical
principles has to take into account the consequences of actions. The
problem is to obey general ethical standards, as the situation permits,
and to violate them, when some of the consequences of their appli-
cation are worse than their non-application.

To attempt to solve this problem, this paper presents a formal-
ization of moral agents capable of representing and implementing
ethical standards that may conflict with each other. This formaliza-
tion makes it possible, for these moral agents, to face and to over-
come ethical dilemmas in a way that mimics our moral consciousness
by taking into account anticipated consequences and ethical values.
More precisely, we prove that conflicts of norms may lead to multi-



ple solutions, each one satistying the axioms of the Standard Deontic
Logic, which formalizes obligations and duties.

The adopted plan is the following: after a brief recall on the im-
portance of ethical conflicts in building ethical machines and on the
philosophical debate between “moral generalism” and “moral par-
ticularism”, i.e. between a rule-based and a case-based approach for
solving ethical conflicts, a second part presents the adopted formal-
ization of agents within the Belief-Desire-Intention (BDI) framework
[27]. The third and fourth parts describe how to apprehend the notion
of moral agent in this framework. More precisely, the third part intro-
duces to the notion of moral agent and the fourth part shows how to
formalize moral agents by explicitly adding values and consequences
to the BDI framework. In a fifth part, we prove that each of the solu-
tions to ethical quandaries satisfies the consequences of the Standard
Deontic Logic axioms, which is illustrated in some examples in the
sixth part. Lastly, we compare our approach to other similar ones, in
particular to the prioritized logics and we conclude on the philosoph-
ical meaning of this formalization.

2 Importance of Ethical Conflicts

Ethics attempts to elucidate the body of rules on which a subject
determines his behavior. In this respect, an “ethical artificial agent”
is often viewed as an artefact of which behavior is considered as
moral because it obeys to moral rules. As previously mentioned,
this conception, according to which an agent is ethical if and only
if its behavior is morally acceptable, can lead to some philosophical
strangenesses and incongruities that we will not detail here. We want
just to focus on the necessary distinction between the rules on which
the behavior has to conform and the regulations that rule the behavior
of machines.

We investigate here the effective realization of such an “artificial
ethical agent”, despite the difficulties of this notion. To this end, and
in a first approximation, we distinguish between three levels: first, the
desires — i.e. the goals — and the beliefs — i.e. the knowledge of the
agent —, then the intentions — i.e. and plans — and, lastly, the effective
actions.

Usually, the desires and beliefs — i.e. the first level — are given by
the context, by design, by captors that record signals from the envi-
ronment and by processors that interpret these signals that may be
orders expressed in natural language or vision of physical obstacles,
or a gain, recognition of faces etc. Undoubtedly, the interpretation of
signals has ethical consequences, for instance, in war affairs, the just
war theory (Jus in bello) [15] currently refers to two basic principles,
i.e. the Principle of Distinction and the Principle of Proportional-
ity [11]. In the case of a robot soldier, a misinterpretation, due to a
confusion between unarmed civilians and fighters, could have catas-
trophic effects that would lead to violate these principles. However,
this misinterpretation is caused by the sensitivity of captors and by
the efficiency of pattern recognition processes, of which reliability
remains out of the scope of the present paper.

The third and last level concerns the determination of plans of ac-
tions from the intentions, which doesn’t directly involve ethics, but
knowledge and rationality. This step may fail, which can cause wrong
behaviors, but not a real antagonism between the agent and its envi-
ronment.

In contrast with the first and the third level, the second level de-
termines the intentions from the beliefs and the desires. This level
directly affects morality of artificial agents if it happened that the in-
tentions of agents were contrary to human interests, their behaviors
would be quite troublesome. Moreover, note that, with a simple au-
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tomata, intentions are explicitly given to robots and, consequently,
their behavior cannot be really said to be autonomous. It is only with
the development of intelligent robotics that this second level has to
be implemented. In such cases, the fixation of intentions has to be
carefully designed with reference to ethical rules of behavior. More
precisely, this level can be viewed as a decision-making procedure
based on putative statements.

However, the rules on which this decision procedure could be
based are numerous and conflicting. In the philosophical tradition,
the way these conflicts of rules are solved has always been consid-
ered to be controversial. For instance, some authors think that eth-
ical rules are default rules [34], which means that they tolerate ex-
ceptions, while others disagree; some argue that morals can only be
based on singular cases [18] while others defend the existence of
general principles [23]; some judge an action in terms of its conse-
quences, others in terms of the law, etc. Many of these debates con-
cern the opposition between those who think that principles are many
in numbers and can be contradictory, since they are derived from ex-
perience, while others say that morals have to be based on general
rules, which are valid everywhere and all the time.

To be more precise, one of the arguments in favor of the first po-
sition, i.e. “moral particularism”, is that ethics has to refer to each
particular situation and cannot be based on general principles. Imag-
ine, for instance, that you were living in occupied France during the
Second World War and that you hid a friend who was wanted by the
French militia or the Gestapo, in your home. If you were asked where
your friend was, would you obey the general rule that commands you
to tell the truth, and denounce the man to the authorities?

In the past, there have been many discussions about the rule that
we should not lie and the ethical basis on which we should deter-
mine our behavior. For instance, in his essay entitled “On Lying”,
St. Augustine (354—430) condemned any trespass against the truth,
even if telling the truth would lead to murdering innocent children.
More recently, during the 18" century, there was a discussion be-
tween Immanuel Kant (1724-1804) and Benjamin Constant (1767—
1830) about this question. Kant’s position was that one should al-
ways tell the truth [22], even in the situation described above, while
Constant [8] said that morals are based on many principles and that,
consequently, in each situation we have to apply the one which is
the most appropriate. The debate is ongoing: recently, some authors
[18, 35, 34] have argued that ethics is only based on particular cases
while others defend the existence of general principles on which eth-
ical rules are based.

The purpose of this article is not to justify such or such position,
but to use an appropriate formalization in order to clarify the reasons
on which the different ethical attitudes are based and to implement
them with computational artefacts. More precisely, the goal here is to
model and activate general rules of ethics with artificial intelligence
formalisms, and to provide a general framework in which conflicting
sets of ethical rules can be expressed and made operational, despite
their inconsistencies. As we shall see in the following, the formaliza-
tion is based on the notion of BDI agent [27, 28] that is an Artificial
Intelligence approach to artificial agents programming.

3 Formalization of Agents
3.1 BDI Agents

Following classical Artificial Intelligence approaches, e.g. [25, 29],
an agent as composed of:



e A procedural part, i.e. a set of actions that can be dynamically
modified

e A perception of the world which characterizes a situation

e A set of goals that are equivalent to wishes or desires

In other words, an agent is defined by rules that specify how the
agent’s wills are derived from its desires — or its wishes — and the
knowledge he has about the world — i.e. its perception of its en-
vironment — This view on cognitive agents was the basis for the
so-called Belief-Desire-Intention cognitive model (BDI) [3, 28, 27],
where the Belief module corresponds to the perception of the world
by the agent, the Desire, to the goals or wishes and the Intention
to the procedures that are intended to be activated by the cognitive
agent.

This BDI model of agents is very general and can be used either
as a base of cognitive models or as a representation of technical en-
tities. For instance, a web-bot, i.e. a robot used to seek information
on the web, can be seen as such an agent. Elves, which are virtual
artificial intelligence robots that help people to manage their diary,
are also agents. These agents interact with their environment: they
are informed either by sensors or by messages and they choose their
action with respect to the knowledge they have about their present
situation.

3.2 Formalization of BDI Agents

We formalize BDI agents (cf. [33]) by specifying their behavior as
being governed by rules of the type x| 8 = 7 where « is a logical
formula that represents the Desire, i.e. the wishes, 3 a logical for-
mula that represents the Belief and 7 the intention, i.e. an intended
plan of actions. In each situation, a desire base y and a belief base
o describe the desires and the beliefs of the agent. The above men-
tioned rule of behavior may be activated if x “filters” — or “matches”,
or “subsumes” —  and if o “filters” . The definition of filtering —
or matching, or subsumption — operations depends on the adopted
language.

For the sake of simplicity, we restrict here to a propositional logic,
but the representation language could be easily extended to a first
order logic. More precisely, we assume a propositional language £
that is a set of atomic propositions and thaty C L, x C L,0 C L
and 5 C L.

In the case of this propositional language, we define the semantics
of beliefs as follows: the belief part 3 of a BDI rule filters the belief
o of an agent (noted o |=, () ifand onlyif o O 3.

We define in the same way the semantics of desires: the desire part
 of a BDI rule filters the desire ~y of an agent (noted v =4 &) if and
only ify D k.

If one would like to extend the knowledge representation language
L to first order predicate logic, simply replace the superset by the
subsumption in the definition = and |=4. More precisely, o |,
(resp. ¥ [=q k) if and only if there exists a substitution of variable A
such that 0 O SBA (resp. v 2 KA)

Note that it may happen that desires be conflicting, for instance
that an agent has to fulfill multiple wishes that cannot be simulta-
neous satisfied. We shall not deal here with this problem that has
been treated in different papers, especially in [33], because working
in ethics we are more interested in the determination of the will, i.e.
of the intention, than in the determination of the desires. This arbitra-
tion between conflicting desires corresponds to what was previously
referred as the “first level”, i.e. the level of desires and beliefs.
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4 Moral Agents - Characterization and Examples

As previously mentioned, there are many different ways to consider
ethics, i.e. to justify the choices and to characterize moral behaviors.
Some people base ethics on general precepts or on tradition, while
others prefer to establish it on general rules of duty, on specific prin-
ciples or on particular cases. Without going into the detail of the jus-
tifications of any particular approach, let us note that to act ethically,
i.e. to act in accordance with ethical rules of conduct, an entity, i.e. a
robot or an agent, should have a choice between different intentions:
a totally pre-determined agent cannot be moral, since it has not to
deliberate between different alternatives.

In other words, moral agents are supposed to be autonomous. By
reference to its etymology, which comes from the Greek auto (self)
and nomos (rules, duty), and also by reference to the philosophical
tradition, especially to the Kantian tradition, autonomous means hav-
ing one’s own laws. As a consequence, autonomous agents are gov-
erned by their own rules. Taken literally this definition may be con-
fusing, because artificial agents are programmed by men. So, strictly
speaking they cannot be said autonomous, because they haven’t de-
cided by themselves of their own rules of conduct. Nevertheless, we
shall refer here to a restricted autonomy that signifies that the au-
tonomous artefact is not real time controlled or driven by a human
being, but that it chooses by itself, according to its environment and
its goals, its intentions.

Therefore, be a moral agent means having different conflicting in-
tentions and being able to choose between these intentions by one-
self. In some situations, moral agents have only to select the best
among the different possible intentions, while in other situations,
they have to pick one that violates norms. This last situation, where
actions transgress norms, is undoubtedly the most interesting from
an ethical point of view. This is the type of situations that the deontic
logics fail to manage and that we claim to solve here.

For instance, let us consider Example I containing the three
following rules:

Example 1

Rule I: “don’t eat with your fingers”
Rule 2: “if your host serves crab, you should eat crab”
Rule 3: “if you want to eat crab, you need to use your fingers”

Taken independently, these three rules appear to be correct and ac-
cepted by most of us. However, when taken simultaneously, they may
be inconsistent in some situations, for instance when your are invited
and that your host serves crab. Note that this conflict appears just to
be conventional and not really moral, because it depends on social
norms that can vary. For instance, in societies where it’s tolerated to
eat with fingers and a fortiori in societies where it’s recommended to
eat with fingers, the conflict would disappear.

For the sake of clarity, let us consider a second example that
refers to the critical situation mentioned in the introduction where it
becomes necessary to lie:

Example 2

Rule I: “you should not lie”,

Rule 2: “if someone asks you something, you must either tell the
truth or not”, i.e. by supposing that lying is the negation of the
truth, “if someone asks you something, you must either lie or not”
Rule 3: “if you tell the truth, someone will be murdered”, i.e. “if
you don’t lie, someone will be murdered”



This second conflict is far more serious from an ethical point of view,
because at least one moral imperative, that is either not to lie or not
to kill, must be violated, while in the first one it’s just a common
agreement on the rules of etiquette that is not respected. However,
what we claim here is that, in both cases, we have conflicts that may
be resolved in the same way.

The next section will be dedicated to a formalization of moral
agents that is based on an extension of the formalization of BDI
agents presented in this section.

5 Formalization of Moral Agents
5.1 Consequences and Values

Before going in the detail of this formalization, the reader can note
that in each of the two previous examples, the rules have not the same
status. Some refer to values, such the imperatives which command
not to lie or not to eat with fingers. Some others specify consequences
of actions, for instance the rules 3 in both examples, i.e. if you want
to eat crab, you need to use your fingers and if you tell the truth,
someone will be murdered. Lastly, the two rules 2 in both examples
are rules of behavior.

The formalization specifies those different status by reference to
a consequentialist approach of ethics, which can be summarized as
follows: the best action is that of which the worst consequences are
the least bad. To formalize this simple idea, we need:

1. to precise the value of each action and
2. to explicitly describe its consequences, in case of any.

This is what we are doing here by introducing, in the description
of the belief, three components, the perception of the world, the val-
ues and the consequences. In the case of a simple representation re-
stricted to propositional logic, we assume again a propositional lan-
guage L that is extended to the negations of the propositions, i.e. to
L = {P,~P|P € L}, which helps to express prohibition. Then,
the beliefs are defined triplets < o, V, C' > where:

e o describes a state of the perception of the agent. As it was previ-
ously the case, 0 C L.

e V/ correspond to values, i.e. to a partial order between actions ex-
pressed as a set of relations of the type ¢ < ¢’ with (¢, ¢') € L2
and

e (' gives consequential rules, i.e. implications of the type o« — ¢
witha C L and ¢ € L.

In addition to the description of the beliefs, the agent is specified by
rules of behavior of the above mentioned type, i.e. x| 3 = 7 For
clarity, let us illustrate this formalism on the two above mentioned
examples.

Example 1

Rule I: “don’t eat with your fingers” can be translated as a
value, i.e. as a binary order relation: eat_with_fingers >
—eat_with_fingers, which means that eating with fingers is
worse than not eating with fingers. Moreover, an implicit rule of
behavior recommends not to eat with your fingers when you are a
guest, i.e. {behave_guest}|{} = —eat_with_fingers.

Note that this rule has an empty belief, which is valid whatever be
the environment. It means that it’s a pure — and totally general —
rule of behavior.
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Rule 2: “if your host serves crab, you should eat crab” is
a rule of conduct that presupposes an implicit desire to be-
have as a guest with your host. More formally, this can be
expressed with a rule of behavior that stipulates, if you are
a guest, to eat crab when your host serves you crab, i.e.
{behave_guest}|{host_serves_crab} = eat_crab. In addi-
tion, it is necessary to precise, with a consequential rule, that it
hurts a host if a guest don’t eat crab when he serves crab, i.e.
{host_serves_crab, meat_crab} — hurt_host. Lastly, a value
expresses the preference between hurting your host and eating
with your finger, e.g. hurt_host > eat_with_fingers.

Rule 3: “if you want to eat crab, you need to use your fingers”
corresponds to the following consequential rule: {eat_crab} —
eat_with_fingers

Let us now suppose that you are invited, that you want to be-
have as a guest and that your host serves crab. The situation
o is then described with the following set of three propositions
{invited, behave_guest, host_serves_crab}. It is easy to see that
if we use = and — with the semantic of the classical implication, we
infer an inconsistency, because we obtain both eat_with_fingers
and —eat_with_fingers, which corresponds exactly to the dilemma
to which many people should have been confronted in such situation.

Now, let us consider the second example:

Example 2

Rule 1: “you should not lie” can be translated as lie > —lie

Rule 2: “if someone asks you something, you must either not
lie or lie” corresponds to the two following rules of behavior:
{answer}|{someone_ask_question} = lie and
{answer}|{someone_ask_question} = —lie

Note that it could seem strange to have those two contradictory
rules. It would be possible to replace them two by a single rule
of which conclusion is a set of contradictory actions, i.e. here
{lie, —lie}, or a disjunction, lie V —lie . However, for the sake
of simplicity, we shall keep here the above mentioned rules, with-
out disjunction in the head.

Rule 3: “if you tell the truth, someone will be murdered”
corresponds to the following consequential rule: {-lie} —
someone_murdered.

Note again that that —lie is supposed to be equivalent to
tellthetruth.

If we consider the strict application of rules, we deduce that we have
both to tell the truth and to lie. Because to lie is worse than to tell the
truth, the best is to tell the truth, even it leads to murder someone,
which is a little bit paradoxical... However, as we shall see in the
following, adding the value murder > lie leads to prefer to lie,
even if it violates the rule 1.

5.2 Worst Consequence

Our approach here consists in modelling the consequentialist ap-
proach of ethics, that is to choose the action of which consequences
are the lesser evil. The first step to formalize this consequentialist
approach is to define the worst consequence of an action. To do this,
we shall first define the consequence.

Definition 1 V(¢1, ¢, ..., ¢n, @' )inl™ ", ¢’ is the consequence of
(¢1, @2, ..., On) according to the belief © (noted Pp1, b2, ..., pn FEc
¢/[6]) if and only if:



o ¢'in(o1, d2, ..., pn) or

o 3% C (¢1, P2, ..., &) such that & — ¢’ € © or

o 3¢’ € L. such that ¢1,¢2,....,0n e
¢17¢27-~-7¢n7¢// ':C ‘f’l[@}

Remark: the belief © is a triplet < o, V, C' >. So, (¢, ¢') € L2 and
VO C L., € Omeansp € 0,¢ = ¢ € Omeans ¢ = ¢’ € V
and ® — ¢ € © means & — ¢’ € C.

¢"[©] and

Definition 2 : ¢ is worse [resp. worse or equivalent] than ¢’ given
the belief © (noted ¢ =. ¢'[O)] [resp. ¢ =. ¢'[O]]) if and only if one
of the consequences of ¢ is worse [resp. worse or equivalent] than
any of the consequences of ¢'.

More formally, this means that: 3n € £ : ¢ . n[0©] and 39" €
L. :¢ e d'[O|AN =c ¢"'[O] [resp. 1 = ¢"'[O]] and VYo" € L,
if ¢’ = ¢[60] then n = 6"[0] v n | 6"[0).

Notation: ¥(¢,¢') € L2, ¢ || ¢'[©] means that ¢ and ¢’ are not
comparable in ©, i.e. that neither ¢ =, ¢’ € O nor ¢’ =. ¢ € O.

Definition 3 : o and o' being subsets of L, o is worse [resp. worse
or equivalent] than o’ given the belief © (noted o . o'[O] [resp.
a =, d'[O]]) ifand only if 3¢ € o : In € o’ : ¢ = n[O] [resp.
¢ =cn[O]]and¥n € /¢ = n[O] V ¢ || n[O].

Remark: the preferences are given here under the form of ordinal
preferences to which are added consequences, which are taken for
the optimal choice. For this reason, it seems that the approach has to
be distinguished from the general representation of preferences given
in [?].

5.3 The Conflict Set

Once that the notion of worst consequence has been defined, it is pos-
sible to show how it can help to solve the conflict set, i.e. to arbitrate
between the different intentions 7 when they are conflicting.

5.3.1 The Planned Intentions

Begin by establishing that, being given a set of consistent desires ~y
and a belief ©, it is possible to check the validity of all the rules of
behavior of the type |8 = m, which generates many intentions 7
among which the agent has to pick one particular consistent subset
II. Assuming a propositional logic language £, each particular plan
m is chosen in a subset P of L, i.e. Il C P C L. More precisely,
each plan II may be defined either by the intention to achieve an
action ¢, which is noted I(¢), by the intention not to do an action ¢,
which is noted —I(¢) = I(—¢), or by a combination (conjunction)
of intentions: IT ::= T|I(¢)[I(=¢)[IT" A TT”

5.3.2  Solving the Conflict Set

Since many rules of behavior can be simultaneously activated, many
plans 7 can be conflicting. Let us call II(y, ©) the conflict set, i.e.
the set of plans 7 that can be simultaneously activated with the set of
desires 7 and the belief © =< o, V,C >. II(y, 8) is a subset of P.
However, sometimes actions belonging to the conflict set II(~y, ©)
are inconsistent. For instance, in the case of the above mentioned
example 2, intentions lie and —lie are conflicting, which means that
they cannot be activated simultaneously.

To solve the conflict set, i.e. to find a consistent set of intentions,
we exploit the logical structure of intentions according to ©, and
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more precisely, to the set C' of consequential rules belonging to O.
For this, we define a semantics of consistent intentions (noted =o)
by reference to the semantics of goals defined in [19, 10]:

Definition 4 : Let o« C II(y, B) C P. The semantics of intentions is
defined by as follows:

akFe T
ool 3¢ €a: ¢ . 9O
Oé}:@IH@a':@H

a e Il & a k. 11[0O]

alEFe INTI & a O] Aa = II'[6)]
aFel&Ip:akFedNale o

We must now choose one of the maximal non conflicting subsets of
I1(~y, ©) which are defined as follows:

Definition 5 : Let o C II(v, ). « is a maximal non conflicting
subset of I1(y, ©) with respect to |=e if and only if a Fe L and
Vo' CT(v,0), aCa = d Ee L

Let us illustrate this operation on the two previous examples. In
the case of Example 1, the set of actions P is composed of three
atomic actions, eat_with_fingers, eat_crab and hurt_host, and
their negation, which is trivially inconsistent with respect to =g,
which means that P |=¢ L. Therefore, there are two maximal
consistent subsets of P that are {eat_with_fingers, eat_crab} and
{—eat_with_fingers, —eat_crab, hurt_host}.

Let us now consider the Example 2: P
{lie, —lie, someone_murdered}. This set is inconsistent with
respect to |=e. Therefore, there are two maximal consistent subsets
of P that are {lie} and {—lie, someone_murdered}.

5.4 Solving Ethically the Conflict Set

In the previous section, we have explained how it was possible to
solve the conflict set, i.e. to find the different maximal consistent
subset of T1(~y, ©). However, we have not yet taken into account the
ethical values expressed by V in © =< ¢, V, C' >. That is what we
are doing now by choosing the optimal maximal subsets of I1(~y, ©)
with respect to the ordering relation > that expresses ethical prior-

ity.

Definition 6 : Let 2 be the set of maximal non conflicting subset
of II(y, ©). a € Q is an optimal maximal non conflicting subset of
II(y, ©) ifand only if Ba’ € Q such that o =, & (. being defined
in Definition 3)

6 A Few Examples

To illustrate these notions and how they allow the construction of
artificial ethical agents, let us consider again the previous examples
and some of their possible refinements.

Coming back first to Example I, we have to choose be-
tween the two maximal consistent subsets of actions that
are {eat_with_fingers, eat_crab} and {-eat with_fingers,
hurt_host, —eat_crab}. Using the only value belonging to ©, which
is eat_with_fingers > —eat-with_fingers, it appears clearly
that {eat_with_fingers, eat_crab} >. {—eat_with_fingers,
hurt_host, —eat_crab}, which means, quite surprisingly, that the
solution would be not to eat crab...

Let us now add a second value to © that specifies that
hurt_host >  eat-with_fingers. It then appears that



{eatwith_fingers, eat-crab} <. {—eat_with_fingers,
hurt_host, —eat_crab } which means that the suitable action is to
eat crab with fingers. Consider Example 1’ that follows:

Example 1’

Rule 1’:
that corresponds to the value renounce_engagement
—renounce_engagement

Rule 2: “if your host serves crab, you should eat cral
be formalized with the same rules as previously.
Rule 3’: “if you eat crab, you have to renounce to your personal
engagement (because you decided, may be for religious reasons,
not to eat crab).” that is eat_crab — renounce_engagement

“Don’t renounce to your personal engagement”
—

. which can

The structure of Example 1’ is identical to the structure of
Example 1, where the proposition renounce_engagement re-
places eat_with_fingers. As a consequence, the maximal sub-
sets of P = { renounce_engagement, ~renounce_engagement,
eat_crab, —eat_crab, hurt_host } that are consistent according to
o are the same, i.e. {renounce_engagement, eat_crab} and
{—renounce_engagement, —eat_crab, hurt_host}. The only dif-
ference is that the value hurt_host > eat_with_fingers is re-
placed by hurt_host < renounce_engagement. Therefore, the
optimal solution, with respect to © is {—renounce_engagement,
—eat_crab, hurt_host}.

Now, examine Example 2, without any value ex-
cept that lie > ~—lie, which means that lying is bad.
The optimal subset among the two maximal
tent subsets of P = {lie, ~lie, someone_murdered}
that are {lie} and {-lie, someone_murdered} is obvi-
ously {-lie, someone_murdered}. If we add the value
someone_murdered > —someone-murdered, which just
tells that murder is bad, we obtain two possible consis-
tent solutions among which it is not possible to discriminate,
{lie} and {-lie, someone_murdered}. Lastly, with the value
someone_murdered > lie, only a subset succeeds: {lie}.

consis-

7 Comparison with Other Works
7.1 Relation with Deontic Logic

The preceding two examples and their variations show the efficiency
of the method. The proposed formalization makes it possible to ex-
press ethical values under the form of binary relation and consequen-
tial rules, and to solve ethical conflicts. As many authors have said
[32, 20, 17], most the the classical deontic logics, especially the said
Standard Deontic Logic [36], which have been designed to represent
obligations, laws and normative reasoning, fail to solve conflicts of
norms. The above mentioned paradoxes, e.g. the Chisholm’s Para-
dox [7] or the paradox of the gentle murderer [12] illustrate those
difficulties.

Different solutions have been proposed. Some introduce priori-
ties between norms [16]. Some other have proposed to introduce de-
feasible norms [21] or more generally non-monotonic logics. Here,
we have proposed another solution that is to introduce priorities
among intentions and consequences of activated intentions. As we
have shown, there may be different solutions that are all consistent
with the order . induced by the context © =< o, V, C >. Each of
the solutions is in accordance with the set of values V. In that way, it
corresponds to an expression of the norms compatible with the val-
ues expressed in V. We want now to show that, independently of the
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set of values V, each maximal subset of P that is consistent with =¢
constitutes a system of norms that is compatible with the SDL. To do
this, we replace the operator O that characterizes the deontic neces-
sity by the operator I that stands for intention in the main theorems
that are derived from the axioms of the Standard Deontic Logic [6].
Note that this assimilation of intentions to obligations could appears
to be surprising to philosophers or logicians. However, we claim that
it is totally justified in case of ethical robots, which intentions have
to be considered as obligatory.

More precisely, by referring to the classical denomination of those
theorems and by taking into account the semantics of the intentions
(see Definition 4) the transcription that replaces the obligation O by
the intention I gives:

D: —I(1)

M: (H/\H) I(H)/\I(H’))
C: (I(IT) A(TT)) — (T ATT)
R: 11 — I(IT)

Propositions For each « that is a maximal non conflicting subset (see
Definition 4) of a non empty set of intentions I1(y, ©), we have: PO
aFe RyPla Fe D,P2a Fe M, P4 o e C. Below are
sketches of proofs.

Proof PO: this trivially derives from definition 4, which explicitly
states that o [=e I(II) & o =e I1. O

Proof P1: by definition 5, « ¥o L. According to definition 4, o Fe
IIl & o =e II. Therefore o Fo I(_L), which gives a o —I(L).
O

Proof P2: from a e I(IT A IT') it follows a . II A II'[©] (cf.
Def. 4). This means o = I1[0] A a =, IT'[©)]. As a consequence,
a e I(TT) and o e I(T1'), which means a e I(IT) A I(IT') O

Proof P3: from « =g ITAIIT it follows o = I and o =g IIT'.
According to Def. 4, it is equivalent to o =o I and o |=¢ IT’ and
consequently to @ =g IT A IT', which, always according to Def. 4,
givesa o I(ITATL). O

7.2 Relation with Prioritized Logics

The comparison with deontic logics does not take into account the
“optimality” of the maximal consistent subsets of II(y, ©), which
means that the values V' of © are not considered in the semantic
of intention. Those values are taken into account when computing
the optimal maximal non conflicting subsets of 11(~y, ©), which is
defined in def. 6. The solutions are the least maximal consistent
subsets according to the ordering >.. At first sight, this approach
looks very close to logics with priorities developed for instance in
[4, 30, 31]. However, a close look at our examples shows that the
problem cannot be easily solved with only priorities. More precisely,
some of the approaches associate priorities to rules. However, in the
case of Example 2, this wouldn’t be relevant, because there doesn’t
exist any rule that allows to lie; so it’s not possible to define a pri-
ority for this rule. Another solution would be to associate priori-
ties to propositions and to choose the subsets of which priorities are
the highest. However, in our case, it’s far more complex, because if
priorities correspond to the goodness of an action, it doesn’t help,
since the chosen solution is that one with the least highest priority.
For instance, in example 2, the two sets of consequences {lie} and
{—lie, someone_murdered} cannot be compared in terms of prior-
ities, because someone_murdered > lie > —lie.



8 Conclusion

After having discussed what it means for an artificial agent to be
moral, this paper introduces a consequentialist model of ethics for
artificial agents based on the notion of BDI agent that is extended by
adding moral values and consequences. We show how our approach
is related to deontic logic. We also show that it is not reducible to ex-
isting prioritized logics. Apart this formal part, this paper constitutes
an attempt to clarify what it means to be moral for artificial cognitive
agents. The adopted approach, which is based on a consequentialist
ethics, is very general. As the ethicists say, it covers many different
ethical conceptions depending on the nature of the consequences: the
consequences for the self, which corresponds to hedonism, or for the
others, which corresponds to altruism, the intended consequences or
the effective consequences, etc. All those different ethical concep-
tions can be formalized within the proposed framework. It can also
be modified to model the utilitarianism, where the intentions are as-
sociated to numerical values, which depend on the pleasure or the
pain that they are supposed to cause. Those numerical values are
then summed up and the actions of which consequences have the
highest score are chosen. This form of consequentialism could also
be simulated with BDI agents, but it requires to modify the way con-
sequences and values are processed. Lastly there are other ethical
conceptions, for instance the deontic approaches, the ethics of re-
sponsibility, the ethics of discussion, etc. which require to model an
assembly of subjects by multi-agents architectures and epistemic log-
ics, which can be investigated by our approach.
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Relevant Minimal Change in Belief Update

Laurent Perrussel' and Jerusa Marchi? and Jean-Marc Thévenir® and Dongmo Zhang

Abstract. operator satisfies Katsuno-Mendelzon'’s postulates for belief revision

The notion ofrelevancewas introduced by Parikh in the belief as well as Parikh’s postulate for relevant revision. However, that pro
revision field for handling minimal change. It prevents the loss ofposal was limited to the belief revision context.
beliefs that do not have connections with the epistemic input. But, The purpose of this paper is to extend our previous work in order
the problem of minimal change and relevance is still an open issut characterize the concept Belevant Belief UpdatéSuch charac-
in belief update. In this paper, a new framework for handling min-terization entails not only an adaptation of Parikh’s postulate but also
imal change and relevance in the context of belief update is introa new definition of the KM postulates for belief update in order to
duced. This framework goes beyond relevance in Parikh’s serke arcapture relevant minimal change. We consider that a belief update
enforces minimal change by first rewriting the Katzuno-Mendelzonprocess should be performed over set of terms [16] instead oflsnode
postulates for belief update and second by introducing a new relesy only looking at the literals that are concerned with the change is-
vance postulate. We show thatevant minimal changean be char-  sue. A natural way to focus on those literals is to represent the belief
acterized by setting agent’s preferences on beliefs where preésrencset as sets of prime implicants [11].
are indexed by subsets of models of the belief set. Each subset rep-The paper is organized as follows. Section 2 reviews the notions
resents a prime implicant of the belief set and thus stresses the k&f implicants and prime implicants and introduces some necessary
propositional symbols for representing the belief set. definitions. Section 3 reviews the results obtained in [15], which are
quite related to this work. Section 4 characterizes the classlof
evant minimal changbelief update operators in terms of postulates
and constraints on preferences. Section 5 concludes the paper-by con
Belief updating is the process of incorporating new pieces of infor-sidering some open issues.
mation into a set of existing beliefs when the world described by this
sgt hgs chapged. Itis qsually gssumed that. this operatiPn follows W8  preliminaries
principles: (i) the resulting belief set is consistent, and (ii) the change
to the original belief set is minimal. Let P = {p1,...,pn} be afinite set of propositional symbols add

The most influential work within the area is the KM paradigm, be the propositional language associated Withang : £ — 2P isa
which characterizes the belief update operation through a set of pladunction that assigns each formuten £ the set of the propositional
sible axioms, generally referred to as the KM postulates [7]. Despit&ymbols occuring inp.
their popularity, the KM postulates are not sufficient to capture min- Let LIT = {L1, ..., L2} be the set of associated literals; =
imal change. p; or —p;. A termD; is aconjunction of literalsD; = L1 A- - - A Ly.

The notion of relevant belief was introduced by Parikh [13] in the Let L; be the complementary literal, sit; = —p, iff L; = p; and
context of belief revision. Relevant belief revision ensures that allD be the mirror of aternD s.t. D = L1 A--- A Ly iff D = L1 A
beliefs in an initial belief set that are not related with the new piece - - A L. In the following, terms can also be viewed as sets of literals
of information are preserved. This notion avoids counter-intuitive(D: = {L1,---, Li}) and we will frequently switch between the
changes of beliefs like those performed by the full meet revision optwo notations.
erator [1], i.e. removing all statements from the original belief setand A term D is animplicantof an £-formula iff D |= ¢, where
keeping only the new piece of information. Relevant change has beelr is the satisfiability relation. A ternd is said to be grime impli-
investigated in the belief revision context [10, 9, 14, 19]. However,cant[17] of ¢ if D is an implicant ofy and for any termD’ such
relevance by its nature is a syntactical issue and model-based afhatD’ C D, we haveD’ [~ ¢, i.e., a prime implicant of a formula
proaches provide only peripheral solutions. In this sense, apgsach is an implicant ofi) without any subsumed terms.
based on knowledge compilation [3] to prime implicates and prime Based onP ands), four specific sets of terms are considered.

implicants have been proposed [4, 15]. . . . .
Particularly, in [15], we propose a relevant belief revision oper-l' D s t_h(_e set o_fall pos§|t_)le terms that can be built .OVE' Since .
P is finite, D is also finite, because we only consider terms with

ator based on minimal change to general preference orderings via non-redundant and non-contradicting literals-
minimizing prime implicant changes to existing beliefs. This belief -reau S icting teras, - .
2. PI, is the set ofprime implicants of). This set is a disjunction

1 Institut de Recherche en Informatique de Toulouse, Unitéef@ulouse |, of all non-contradictory and non-redundant prime implicantg of
Toulouse, France, email: laurent.perrussel @irit.fr such thaty) = PI,. This set is unique and minimal in the sense

2 Departamento de Inforatica e Estastica, Universidade Federal de Santa that it consists of the smallest sets of terms closed for inference
Catarina, Floria@polis, Brazil, email: jerusa@inf.ufsc.br . ]

3 Universié Toulouse |, Toulouse, France, email: thevenin@univ-tisel and.WIthout any subsqmed terms; . . o .

4 school of Computing and Mathematics, University of Westemrgy, Syd- 3. Dy is the set of alimplicants ofyy. This set is a disjunction of all
ney, Australia, email: dongmo@scm.uws.edu.au non-contradictory and non-redundant implicantgof

1 Introduction
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4. T'(v) is the set ol possible terms based afdefined as follows:  (P) Lety = ¢ A ¢’ s.t.Lang(p) N Lang(¢') = 0. If Lang(p) C
for everyD,, € PI, and for every termD € D, a new term is Lang(¢), theny o u = (p o' p) A ¢, whereo' is the revision
obtained by adding td all the literals of D, which are non- operator restricted to languagieng(p).

conflicting with the literals ofD. Formally: . . o
An open question, as stressed in [14], concerns the local revision

F(¥) = {DU (Dy — D)|Dy € PI, andD € D} operator mentioned in postulag®): this operator must be context-
independent. Suppose there are two belief getsxd+’ such that

Figure 1 illustrates the inclusion relation between these sets: first = ¢ A ¢, ' = ¢ A ¢”, Lang(p) N Lang(¢’) = 0 and
. . . . . . i H H
prime implicants ofiy, then implicants ofiy, then terms that differ ~Lang(¢) N Lang(¢”) = 0. Then only a single version of the lo-
. . . . . o / H — 1 ’
on some symbols with the implicants ¢f and finally all possible ~ cal revision operatos’ should exist such that o u = (¢ o' 1) A

terms. andy’ o u = (p o p) A" for any u s.t. Lang(u) C Lang(y).
Hereafter, we also commit to th&srongversion of(P).

A relevant belief revision operator which minimizes the existing

belief prime implicant change was proposed in [15]. That operator,
D r(w Dw d_epotedopl, satisfies _Katsuno-MendeIzon’s postulatgs_ for belief _re-

vision as well as Parikh’s postulate for relevant revision. The first

step in capturing the notion of relevance is to represent the belief

base as its set of prime implicants. Prime implicants facilitate the

splitting stage when performing the change by providing a canonical

representation and the minimal language for representing belief base

Figure 1. Inclusion relation of sets of terms. 0.

Satisfaction of postulateP] is assured then by the definition of
faithful assignment, where preferences are defined within a subset o
terms rather than on the whole set of possible models as required in
[6, 8]. The pre-order is only required to be set over the set of terms
that can be built fronf (¢). Let <, be a preference relation defined
over the set of all possible termslify)): D <,, D’ states thaD is
at least as close a3’ w.r.t. 1. The notion of faithful assignment is
defined as follows.

In the sequel we omit “non-contradictory” and “non-redundant”
when we mention prime implicants, implicants or terms.

Example 1. Consider thatP = {p1,p2,ps} is the set of proposi-
tional symbols and a formulé € £(P) such that) = (p1 A p2).
The following sets of terms can be obtained fiSrand: Definition 1. [15] A faithful assignmentF,, is a function which
maps every formula to a pre-order over (1) s.t.?

Pl, = {{p1,p2}} . / /
Dy = {{p1,p2},{p1,p2,ps}, {p1,p2, "p3}} (CL-T) if D, D' € Dy, thenD %, D'.
) = {{p1,p2}, {-p1,p2}, {p1, P2}, (C2-T) if D € Dy and D’ ¢ Dy, thenD <y, D'.
{=p1, ~p2}{p1, P2, P}, {p1, 2, ~ps}, {=p1,p2, p3},  (C3-T) if ¥ =, then<y=<,. / ,
{_'plap27 _'p3}a {pla _'p25p3}a {ph —p2, _‘p3} (C4'T) For all D7 D’ ¢ Dl/): if (D - D ) thenD ~ap D',
D _ Efl{ ﬁjf ’{p3 }}7 {{ﬁpi’ Efz’ ;pfi} }, {-ps} Constrain{C4-T) states that preferences should not favor too spe-
B {pl’pﬁ f{pf)zznf}h {7p1 5;}"“?12;2 f;}’ cific terms. This is the first step towards the enforcing the notion of
e Y i ’ ’ relevance.
prop2pad o {opn op2 sl Operatoropr commits to thestrong version of postulatgP) by
The cardinalities of these sets arg: PI, |= 1, | Dy |= 3, setting a constraint on faithful assignment. Supposeuthaty A ¢

I T() |= 12and| D |= 27. Let us stress that terms without the two SUCh thatlang(P1,,) N Lang(P1,) = 0. Local revision operator

propositional symbols involved in the prime implicantsyotould op; Used in P) requires that there is, only one pre-ordeg assot/:i-
not belong ta (¢)). ated top. Suppose two term® andD’ € () such thatD <, D'.

Pre-order<,, should also reflect these preferences; extending terms
D and D’ with any prime implicants belonging &I, must not
3 Relevance Criterion in Belief Change change preferences. The following constraint expresses the strong

notion of relevance by considering multiple pre-orders.
In literature,Belief Changerefers to two different but related theo-

ries: Belief Revision and Belief Update [1, 7]. Each of these activities(CS-T) Supposep and a faithful assignmer¥;, s.t. 7, () =<.
is guided by a set of postulates that expresses some pre-requisites forFaithful assignmen#,, mapping each belief set to a pre-order
belief change functions and describe how these functions should be- <v is said to berelevantiff for any ¢, ¢’ s.t.4) = ¢ A ¢’ and
have. In both theories, consistency maintenance and minimal change Lang(PI,) N Lang(PI,) = 0; forany D, D" € T(p): D <,
play a key role. However, Parikh observed that none of the theories D’ iff DU Dy <y D' U Di, st.Dyr, D, € PI, andD U
follow the principle of minimal change. Ideally, if a statemenin a Dy, D'U D, € T(4).

belief base) does not share any propositional symbol with incom- Revising a belief set by 1 is then defined as selecting the pre-

ing informationy., theny should belong to the resulting belief base ferred terms w.r.t<,. It has been shown that the resulting revision

after either the belief revision or belief update operation has beeBperatoroPI defined by faithful assignmerf,, satisfies postulate

performed. . ) . (P) if faithful assignmentF,, satisfies constraifCS-T):
Formally, upon letting> denote a belief revision operator, the fol-
lowing postulate captures the idea of relevant revision [13]: 5 D ~,, D’ stands forD <, D’ andD’ <, D
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Theorem 1. [15] Let F}, be a faithful assignment that maps each 4.1 KM’s Framework of Belief Update

belief set)’ to a total pre-order<;,. Leto’s; be the revision opera- ) ] ] ) ] ]

tor defined byF,,. Let F,, be a faithful assignment that maps each Bellgf up_date concerns consistently inserting a new piece of infor-
belief set) to a total pre-order<,,. Letop; be the revision operator mationy into a belief set). The update operator is usually denoted

defined byF,;. by ¢ and the resulting belief set is denotge .. The KM postulates
If F, satisfies constrain{CS-T) w.r.t. F,, thenop; satisfies(P) provide an axiomatic characterization of belief update operators in
W.I.t. revision operatop’s;. the context of finite propositional beliefs [7]:

The result of relevance is rooted in two key aspects: defining théU1) ¢ o uimplies . _ _
revision operatos »; and committing to the strong version of the rel- (U2) If ¢ implies theny o . is equivalent taj. o
evance postulate. Hence, the prime implicant based revision operatf¢3) If both 4> and. are satisfiable then o . is also satisfiable.
exactly characterizes the notion of relevant belief revision. (U4) If o1 = vz andpn = po thenwpy o iy = the o po.
(US) (o p) A pimpliesy o (A p).
(UB) If pour impliesus andypous impliesp: thenypour = pous.
Dalal's operator and Relevant Revision (U7) If o is complete theri o 1) A (o o) impliesyo (1 V p2).

. - . _ (U8) (1 Vab2)op = (1op)V (Y20 u).
According to [11],0p; revision operator is equivalent to Dalal’s re-
vision operator [2]. Considering thak; is relevant, we show below Updatingy by p consists of choosing the closest modelg afith
that Dalal’s revision operator is also relevant. The notion of distanceespect to each model ¢f[8, 7]. Let<,, be a pre-order representing
used by Dalal can be rephrased with respect to distance betwegumeferences defined oveVy, where)V is the set of all propositional
terms belonging td (). Every term that belongs tb(y) can be interpretations defined ove?. The closeness criteriom’ <., w”
rewritten asD U (Dy — D) s.t. Dy, € PI, andD € D. Hence, the  states that’ is at least as close as’ w.r.t. w. Faithful assignment
setDND,, whereD,, are the terms of the new informatipn repre- represents preferences relatedutoi.e, the most preferred model is
sents the contradicting literals between the belief hagad the new  w:®
informationu. We introduce functiom: that returns the set of propo-
sitional symbols associated with this set of contradicting literals andPéfinition 4. A faithful assignmenF, is a function that maps each
which allows us to rephrase Dalal’'s pre-ora€j®. interpretationw to a partial pre-order=,, s.t.:

Definition 2 (x). LetD, € D, Dy, € PI, andD € (y) st (C1) forallw’ € Wif w # w’ thenw <, w’
(DD; le,ﬁLlJ)ng Dy)ew(D) = {p e Plpe (DynDy)or-pe Let [¢] be the set of propositional interpretatiops that satiSfy_
i.e., the models of. Updating a belief set is then defined by selecting
Definition 3 (gga). Let D,D’ € T(y): D gia D = the preferred models @f w.r.t. each=,,.
KD} < (D] Theorem 2. [8] An update operator satisfieU1)}(U8) if and only
Let us state that Dalal's revision operator is relevant. if there exists a faithful assignmeht, that maps each interpretation
w to a partial pre-order=y, s.t.[v o u] = U, ¢y min([u], Zw).
Proposition 1. Let F2° be a function mapping a total pre-ordet,)’ ] _ _
to each belief sety. Function F2° is a faithful assignment which ~ One of the simplest ways to set preferences is to consider the
satisfies constraintS-T) wirt. faithful assignment?, = ]_-53_ propo§|t|onal symbols t_hat may f:hange. ThIS has been proposed by
Dalal in [2] and is applied to belief update in [18, 5]. It consists of
Proof. (sketch): It is straightforward to prove thaE{-T)—(C3-T) characterizing a belief change operator as a function which changes
hold. ConstraintC4-T): supposeD, D' & D,, s.t.D C D’; suppose  the minimal nqmber .of p_ropositiqnal symbol truth va!ues in each_
Is.t.l e k(D) andl ¢ x(D): either (i) DU{l} is not consistent and model S0 that incoming information can be added without entailing
thusDU{l} & (<) or (i) [ is consistent wittD and thusDU{l} € ~ Inconsistency.
M(v) thenk(D) = (D U {l}) and thusk(D) = x(D’). Hence
(C4-T) holds. Constraint@S-T): suppose it does not hold. Then it
follows that3p, ¢’ s.t.yy = p A @', Lang(PI,) N Lang(PI, ) =0
and3D, D" € T(p) s:t.D <, D'andDUD,r &y D'UD,. Since  since Dalal's operator is a relevant belief revision operator, the im-
Lang(PI,)NLang(PI,) = Ditfollows that D, is consistent with  mediate question becomes: is it also the case for Dalal’s belief update
D andD’; hencer(D) = k(D U D) andr(D') = k(D" U Dyr)  counter-part, the Forbus’ operator [5]?
which contradictDUD,, £, D'UDY,. SinceDUD,, D'UD,,, € To get the answer, we first need to rephrase the Parikh's postulate
(), (CS-T) holds. for belief update. A naive translation is:

4.2 Relevance Criterion on Belief Update

(P-U) Lety = o Ay’ s.t.Lang(p) NLang(¢’) = 0. If Lang(u) =
Lang(¢), theny o u = (¢ o 1) A ¢, whereo' is the update
operator restricted to languagieng(p).

4 Relevant Belief Update

In this section we present the KM framework and we present how
KM postulates are changed in order to consider sets of terms. We also Let us consider one example that illustrates the relevance issue
show that Forbus’ operator is relevant in the sense of Parikh, but i\R/ith Forbus’ belief update operator.

is not minimal. We present how a relevant and minimal operator can

be obtained considering terms instead of models and we demonstratey,, is defined from=., as usual, i.ea’ < w" iff w’ < w’” but not

how to achievdRelevant Minimal Change w' Sy w.
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Example 2. Consider belief base¢ = (p2 A p3 A ps) V (pa A ps)
and new piece of informatiom = (p1 A p2 A =p3) V (—p1 A —p2 A

(C1) that characterizes preferences overs models: all terms which
are entailed by an implicar® are strictly preferred to the terms that

—ps3). Performing the update process using Forbus’ operator meansare not entailed by. Secondly, we rewrite constrain4-T), which

to calculating distances and preferences between modelsafd
ww' <y w iff |d(w, w")] <y |d(w,w’)|, where functiond gives
the set of propositional symbols that differ betweemnd w’. The
resulting belief base is given by the models.dhat are the closest
to each model of:

[Woul ={{p1,p2,p3,pa,p5},{—p1, D2, "P3,Ppa,p5}
{p17p23 —P3, ﬁp4,P5}» {ﬁply P2, 7P3, ﬁp4,P5}}

that corresponds to the following implicants:
pop=(p1 Ap2 A=p3 Aps)V (mp1 A —p2 A =p3 A ps)

The belief base) can be split intop and ¢’ such thatLang(y) =
{p1,p2,p3,p+} and Lang(y’) = {ps}, such thatLang(y) N

avoids setting preferences that favor too specific terms (cf. section 3)
These two constraints characterize the notion of faithful assignment
defined over terms.

Definition 5. A faithful assignmentFp is a function which maps
everyD € D to a partial pre-order< p defined ovef (D) s.t..

(CUL-T) Forall D',D" € D, if D' € I(D), D" ¢ (D) then
D/ <D DH
- ra R S , - then ~pD .
C4U-T) Forall D', D" € I(D), if D' C D" thenD’ D"

Since preferences are indexed by terms instead of models, postu-
lates(U1)—(U8) that characterize the notion of update by applying
change to each model of the initial belief set have to be reformulated
in order to accommodate the notion of change that leads to relevance:

Lang(¢") = 0. Literal ps is preserved in the resulting belief base, changes should be applied to eprime implicaniof the initial belief
and thus the update process performed using Forbus’ operator seemgt |, fact, all postulates are identical to postulétes—(U8)except

relevant in the sense of Parikh.

However, we face two caveats. First, it is not minimal: litesal
appears in one implicant af but not in the representation pfand

postulategU7-T) and(U9-T). Lety op; 1w denote the updated belief
base. The following postulates characterize:

(U1-T) ¢ opr pimpliesp.

plicitly appears in the resulting belief base); second, the constrai 3-T) If both andy are satisfiable thetio p, 1 is also satisfiable.
requiring equal languages is too strong if we want to perform updat UA-T) If 1 = tbs andpu, = pa thens opr iy = s ops s

as suggested by the example. R N
Since each prime implicant of stresses up the relevant literals for EBZR I(fwwof};ﬂ;z1/\infpllirr(]agl;zs;pnzzlo(pli/;\L;piaw.qpliesul theny o
represer;:ingb, gpdatehshtlndulg alsoffocus(s)r;these rsleyant IiteLaIs.. It 1 = Y opr iz,
means that update should be performed by considering each pri - -
implicant of« rather than considering each modekjof nl%;llllf(lil\”/’ /;).{D"”} then (v opr pa) A (W opr p2) implies
To enforce this new way to update a belief set, we extend the defi('US-T) (1 V a) opr 1 = (1 0p1 1) V (W2 0p1 ).
nition of I'(¢)) so that we consider one terim and a formula: such (U9-T) If PI, — {Dy} andPI, = {D,} theny ops o = D, U
that every prime implicant gf is extended with the maximal consis- (Do — D) K " "
tent part of termD: v wr

pa IS also concerned with the update operatipm (0 longer ex- @2_1—) If 4 implies . thends op; 1 is equivalent tap.

Postulate(U7-T) rephrases the condition/*is complete” as ¢

is represented by only one prime implicant”. Combin{bi8-T) and

" operator should pick up(U7-T) leads to update® by considering each prime implicant alter-

h hately. PostulatgU9-T) stresses up the second key difference be-
tweeno and op;: the result given by p; is a subset of the set
UDwEPIw (D, 1) while the result given by is a subset oiV.
Following [7], we now show that whenever constrai(@J1-T) and
(C4U-T) hold, the nine update postulates are satisfied:

M(D,p) ={D,U (D — D) andD,, € PI,}

Hence, the “relevant minimal change
termsDy, .y Of setUDwepr I'(Dy, i) that are the closest to eac

prime implicantD,;, in PI, as illustrated in Figure 2.

UDwEPIw M(Day, 1)

Theorem 3(Update operator)Let Fp be a faithful assignment that
maps each ternb € D to a partial pre-order< p. Pl update opera-
tor op; defined byFp satisfieqU1-T)—~U9-T) if

Yoprp=as |J min(F(Dy,p),<pn,)

Figure 2. Belief update performed over terms Bfl ;. DyePly

Proof. (Sketch) The proof is almost a direct translation of the proof
of theorem 2 given in [7] and theorem 5 in [11{1-T)—(U4-T) and
(UB-T) are consequences of the definitiond aind<p;. Constraint
(C4U-T) enforces postulatedJ6-T)—(U7-T). Let us focus onlJ5-
. . . . T): suppose the case whepeand(y op; 1) A @ are consistent, then
4.3 Belief Update in Prime Implicants there existsD € (v op; p) and Dy, s.t. D A D, is consistent. It

Our aim is to develop a theorem similar to theorems 1 and 2 thafo!lows that there exist®),, s.t. D is minimal w.r.t.<p, . Constraint
describes belief update operation in terms of preferences over term>4U-T) entails thatD U D, is also minimal. Hencel5-T) holds.
As explained, preferences are now indexed by the prime implicant§ 0stulate ¢9-T) holds since the results given by is a subset of
D,, of ¢ rather than by the models &f. First we rewrite constraint  Up, epr, T(Duw; 1). 0

4
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4.4 Relevant Belief Update Let us look at the opposite way: suppose an update opesator
) _ which satisfies postulat€§)1-T)—(U9-T) and (PU-T); the question
Postulates\7-T) and (J9-T) represent the first key step to handling pe.comes «is there a relevant faithful assignment that can produce the

Relevant Minimal ChangeThe second step is to rewrite Parkn's o, e vogyit?” If the answer is positive then it means that in fact oper-
postulate in _thefcpr:lfter(t of belief update. Relevance Eash t0 be el ., characterizes the family of belief update operators that pro-
by constraining faithful assignments. Consider a tdowhich can ;o5 minimal relevant change. The following theorem shows that it

be split in a conjunction of two terms which do not share any sym-

bols: D = Dy A D2. Suppose one pre-orderp, defined by faithful
assignmentF;,. Now, suppose two term®, D’ € '(Dy, u) such
that D <p, D'. Relevance states that addidg to D and D’
should not switch the preferences abdutand D’ since D is ex-
pressed with symbols that differ from the symbolsof; that is
DU Dy <p D’ U Dy (provided thatD U D, and D’ U D, are
consistent, i.e. they belong 4 D)).
(CUS-T) Suppose D; and a faithful assignmentF, s.t.
Fp(D1) =<p,. Faithful assignmentFp mapping each
D € D to a pre-order<p is relevantiff for any D, D, s.t.
D = Di A D> and Lang(D1) N Lang(D2) = 0; for any
D',D" € T(Dy): D' <p, D"iff D'UDs <p D" U Ds s.t.
D'"U D>, D" U D, €T(D).

Now, we show that operaterp; characterizes relevant belief up-
date by satisfying postulate based @). The constraintQUS-T)

is in fact the case if we focus on the strong meaning of relevance:
Theorem 5. Suppose Pl update operatof,; s.t. U1-T)—(U9-T);
Suppose Pl update operatetr; s.t. U1-T)—-(U9-T) and (PU-T)
hold w.r.t. Pl update operatos’s;. Then (i) there exists a faithful
assignmenf, that maps every) € D to a pre-order<’, s.t.

U min(r(Di/)a.U‘)v ngw)
DyePI,

P <>IPI W =def

and (ii) there exists a relevant faithful assignmg# satisfying con-
straint (CUS-T) w.r.t. to faithful assignmenfy, s.t.

U min(r(D’%H)?ng)
Dy, €EPI,
Proof. (Sketch) Suppose ¢pr u S.t. postulates{1-T)—(U9-T) and
(PU-T) hold; let us define preferences of faithful assignmemnt
as follows: for any termd), D’ and D" € D, there existD; and
Dy € Dst.D' =Dy U(D—Dy)andD” = Do U (D — Ds). We

Y OpI b =def

stating relevance by considering multiple assignments stresses thggtD’ <p D" iff D C D' or D opy (D1 V D2) = {D’}. Reflex-
changes should be performed by handling implicants. Hence, thiity and transitivity are proven as in [11JCU1-T) holds because :

postulate for relevance should explicitly mention operater in its

(i) for all terms D’ subsumed byp, it holds thatD’ <p D" and (ii)

definition. We rephrase Parikh’s postulate in terms of the prime im{U2-T) entails thatD” £ D’ for all D” ¢ D. Constraint C4-T)
plicant representation of belief since it enables the clear separatidnolds because of postulat&g-T) and also (7-T). Finally, (U5-

of relevant and non-relevant literals used to repregeht

(PU-T) LetPI, = PI,xPI.If(i) Lang(PI,)NLang(PI,) =
@ and (ii)Vap”, (p/// S.t. wa = PIAp” X PIAp”’ andLang(PIM) n
Lang(Pme) = @, Lang(PIww) C Lang(PL,,/); thenq/wp[p =
(¢ opr 1) A ¢, whereo’s; is the Pl update operator restricted to
the languagéang(P1,).

The definition of the constraint states that if there existnd o’
s.t.yp = p A ¢’ andy’ is the formula that has the largest set of sym-
bols (condition (ii)) which are not shared with thosewofcondition
(i), thenop; should not change’. Hence, the postulate no longer
requires equality between the languages ahdy as initially stated
by Parikh.

If a faithful assignment satisfies constrai@US-T), then operator
op satisfies the relevance postulate for update.

Theorem 4. Suppose Pl update operatof; defined by the faithful
assignmentFy,. Let Fp be a faithful assignment that maps each
D € D to a partial pre-order< p. Pl update operator p; defined
by Fp satisfiegPU-T), w.r.t. operatoro’s, if Fp satisfies CUS-T)
w.r.t. faithful assignmenfy,.

Proof. (sketch) If it is not the case, there exisandy’ s.t. PI,, =
Pl n,, Lang(PI,)NLang(PI, ) = 0andyoprp # (@opr ) A
©'. Suppose thabopr u % (popr ) A@'. It entails, because of the
definition ofopy, that there exisD,, andD € min(I'(Dy, p), <y)
st. D [~ (p opr 1) A . There also existD’ € T(p) and
D, € PI, st.D = D'U D, because of the definition df
andLang(PI,)NLang(PI, ) = 0. Condition(CUS-T) entails that
D’ belongs tomin (I (D, 1), <) and thusD = (¢ opr 1) A ¢’
Contradiction. Proof for the case op; ) A ¢’ = ¥ opr pis
similar. O

" PI, x Pl is the Cartesian product of se&,, andPI,,/.

T), (U7-T)—(U9-T) entails thatDw opr = min(F(D¢7 p,)7 <D'z/))
which then entails thap opr 4 = Up,,epr, min(l'(¢, u), <p,,)-
Finally, we prove that constrain€US-T) holds: supposé&, is de-
fined in a similar way taFp and based or’s;. For all D € D,
assumeD = D3 A D4 and let us go back to the way we set pref-
erencesD op; (D1 V Do) = {D’} and by PU-T), it holds that
D = D3 <>3:>I (D1 \/Dz) A Dy. Consequentl)Dg <>,PI (D1 \/DQ) =

D’ — D4. MoreoverD’ is minimal and alsaD’ — D, (see above).
Hence CUS-T) holds. O

We conclude the characterization<$; by showing that Forbus-
based Pl update is minimal and relevant:

Proposition 2. Let & be a function mapping a pre-ordeg?? to
eachD € D (cf. Def. 2 and 3). FunctiofFY is a faithful assignment
which satisfiesQUS-T) w.r.t. faithful assignmenF), = Fr.

The proof is similar to the proof of Proposition 1. Let us illustrate
the proposition by reconsidering Example 2:

Example 3. Consider belief bas¢ and new piece of information
as presented in Example 2 and representedds = (p2 A p3 A
ps) V (pa Aps)and PI, = (p1 Ap2 A=p3) V (=p1 A —p2 A =p3).
Definitions 2 and 3 give the following faithful assignmé&f§ with
pre-orders< DDaw :

<D;2«,P:s,P5}
S{pa.ps)

{—p1, D2, p3,p5}
{ﬁpl7ﬁp27ﬁp37p4,p5}

{p1,p2, D3, p5}
{p1,p2, "3, P4, 5}

Leto"?; be the Pl update operator defined Byy. We get:

Yo = (pr Ap2 A-ps Aps)V

(p1 Ap2 A =ps Apa Aps)V

(=p1 A —p2 A =3 A pa A ps)
As expected, operatofs; preserves literals of prime implicafips A
ps).
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5 Conclusion [17]

This paper proposed a framework for handling relevant minimal up[18]
date. We go beyond Parikh to ensure that literals without relatiorplgl
with new information are preserved. Operatai; is characterized
both in terms of postulates and faithful assignment over terms. Per-
forming belief update over terms, i.e, set of models ensures the syn-
tax independence principle. Besides that, since beliefs are repre-
sented as sets of prime implicants, the belief update opesatois
not computationally more complex when applied in a relevant belief
update process. In fact, Theorems 3-5 stresscthatexactly char-
acterizes update operators that prodwtevant minimal change

There is a subtle link between relevance belief update and the
frame problem [12]. On the one hand, these two problems are closely
related. A solution to the frame problem requires separating irrel-
evant fluents from relevant fluents. If we know which fluents we
should update after performing an action, these fluents are relevant
and the rest are irrelevant. This means that a solution to relevance
updating is a solution to the frame problem. On the other hand, a so-
lution to the frame problem needs to be attached to an action logic,
which is normally a high-order logic, either dynamic logic or situa-
tion calculus. Prime implicants are not expressive enough to repre-
sent actions and their effects. How to apply the techniques we intro-
duced in this paper to an action logic will be a promising research
topic for the future.
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Minimality Postulates for Semantic Integration

Ozgiir L. Ozcep!

Abstract. Though for a long time the set of classical belief revision
belief postulates of Alchourrén, Girdenfors and Makinson (AGM)
was thought to incorporate a principle of minimality, according to
which the outcome of revising a knowledge base (KB) by new in-
formation had to be minimally different from the original KB, it was
realised that one had to add additional postulates, called relevance
postulates, in order to exclude forgetful revision. In this paper, we
investigate two minimality postulates for a particular semantic inte-
gration scenario in which conflicts are caused by ambiguous use of
symbols: A relevance postulate which says that only conflict relevant
information is allowed to be eliminated and a generalised inclusion
postulate which limits the creativity of the operators. Both postulates
exploit the (satisfiably) equivalent representation of a first order logic
KB by its prime implicates, which are its most logical atoms. As an
example for a revision based operator in a semantic integration sce-
nario, the definition of reinterpretation operators is recapitulated and
it is shown that these fulfil both postulates.

1 INTRODUCTION

Not long after the seminal papers of Alchourrén, Girdenfors and
Makinson (AGM) [1, 2] it was realised that belief-revision tech-
niques could be fruitfully applied for ontology based semantic inte-
gration [23], in particular for different types of ontology change such
as ontology evolution, ontology alignment, ontology merge, ontol-
ogy debugging etc. [13]. Most of the work exploiting belief revision
for ontology change [14, 21, 12, 29, 28, 27] follows the general two-
way approach of classical belief revision of, on the one hand, defining
axiomatic specifications in the form of postulates and, on the other
hand, constructing operators that fulfil these postulates.

Postulates provide means to declaratively describe the properties
that an (revision, merge, integration etc.) operator to be built in some
application context or scenario should fulfil. Moreover, postulates al-
low for the comparison of different operators. In this paper, we will
look at postulates that are intended to specify a minimal change of a
knowledge base (or more concretely an ontology) and show that their
is a class of operators (reinterpretation operators) fulfilling them.

The intended integration scenario of this paper for which the min-
imality postulates are going to be developed can be described as fol-
lows. A receiver agent holds an ontology which is formally described
by a knowledge base (KB) in some expressive formal language like
first order logic (FOL) or a fragment of it (like description logic). In
particular, a KB is a finite set of sentences in FOL (or a fragment of
it). He receives information from another agent, who owns a possibly
but only minimally different ontology, and he wants to integrate the
information into his ontology.

! Institute for Software Systems (STS), Hamburg University of Technology,
Germany, email: oezguer.oezcep @tu-harburg.de
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It is assumed that both the sender’s KB and the receiver’s KB are
well developed ontologies over the same application domain (e.g.,
ontologies for an online library system in universities); further it is
assumed that the terms used in the ontologies either denote the same
individuals, concepts and relations or are strongly related. Nonethe-
less, there may be terms that are used in different (related) ways in
between the sender’s and the receiver’s KB (ambiguous use of terms).
Here we constrain the ambiguous use to terms that denote concepts
or relations but not individuals. Think, e.g., of two ontologies for an
online library system where the receiver uses the term Article in
order to denote publications either in proceedings or journals while
the sender uses Article in a narrower sense to stand only for pub-
lications in journals. The receiver is assumed to give priority to the
sender’s meanings of the symbols and so the integration result will
contain the trigger (this is similar to classical belief revision and dif-
ferent from non-prioritised belief revision [17]) and trigger a change
of the receiver’s ontology to conserve consistency. But, as the ontol-
ogy of the receiver is assumed to be well developed the receiver is
interested in changing his ontology only minimally, i.e., he wants to
delete sentences of his KB and add additional sentences to it only as
much as needed.

In belief revision the theme of minimality is mainly dealt with
within the context of relevance postulates [16, 26] which specify that
only those sentences of the receiver’s KB that are relevant for con-
flicts with the trigger are allowed to be eliminated. But also inclu-
sion postulates [18] can be seen as contributions to a minimal-change
specification as they limit the operators’s “creativity” by prescribing
an upper bound to the result. In this paper, we start from these postu-
lates for classical belief revision, argue why they are not proper min-
imality specifications for the intended integration scenario and for-
mulate radically adapted versions that exploit the fine grained struc-
ture of ontologies by the notion of prime implicates. This adaptation
is needed for aligning the symbol-oriented conflict diagnosis of the
integration scenario (ambiguous use of symbols causes the conflict)
with the fact that conflicts show themselves on the level of sentences.

The work of this paper continues previous work on integration
operators for the intended integration scenario [11, 24]. We show that
the reinterpretation operators, which exploit the idea of reinterpreting
symbol’s of the receiver’s ontology and relating them with bridging
axioms [10], fulfil the adapted relevance and inclusion postulate.

The paper is structured as follows. After this introduction we
gather the logical preliminaries in Sect. 2. Section 3 describes
relevance and inclusion postulates for belief revision operators
that are associated with minimal change and argues why they
are not adequate specifications for the intended integration sce-
nario. Sections 4 and 5 describe new relevance and inclusion pos-
tulates that fit to the intended integration scenario. The last sec-
tion before the conclusion, Sect. 6, defines a class of integra-
tion operators that fulfil the new postulates. An extended ver-



sion of this paper containing full proofs can be found under the
URL http://dl.dropbox.com/u/65078815/oezcep12relevanceExt.pdf
or http://www.sts.tu-harburg.de/people/oezcep/papers/papers.html.

2 LOGICAL PRELIMINARIES

A first order logic (FOL) vocabulary V consists of constants, pred-
icate symbols and function symbols. For a FOL formula or set of
formulas X let V(X)) be the set of non-logical symbols occurring in
X. A literal is an atomic or a negated atomic formula. The notion
of a FOL structure or interpretation T = (A%, T) € Int(V) over
a vocabulary V is defined as usual; AT is the domain and -7 is the
denotation function; the truth of a formula « in Z, denoted Z = « or
equivalently o = true, is defined in the well known Tarskian style.
Let P be a unary predicate symbol, D C AZ and 7 an interpretation.
The interpretation Z[p,, p) is called a P-variant of Z; it has the same
denotations as Z for all non-logical symbols except P, which is in-
terpreted by D. For other non-logical symbols the variant is defined
similarly. FOL formulas without free variables are called sentences.
The set of sentences containing only non-logical symbols in the vo-
cabulary V are denoted Sent()). The set of sentences in Sent()V)
following from a set of sentences X (over a perhaps larger vocabu-
lary) is denoted by CnY (X). If two sets of FOL sentences X, X2
are logically equivalent, we write X1 = Xs.

A non-logical symbol s € V properly occurs in a sentence
a € Sent(V) iff there are FOL interpretations Z1,Z> € Int()V),
s.t.: Z1 and Z, differ only in the denotation of s and ot #* otz
Let P € V be an n-ary predicate symbol in V. It occurs syntacti-
cally positive (negative) in an FOL formula iff it occurs in the scope
of an even (uneven) number of negations—assuming that only the
propositional truth functions A, V, - are used. For P € V(«) we
say that P occurs semantically positive in sentence o, posOcc(P, o)
for short, iff: For all interpretations Z = (A%, -%) and for subsets
D1,Ds C (AT)™ of the n-ary cartesian product of A% one has:
If Dy C D3 and Zjp.p,) = «, then also Zjp,.p,) = a. P oc-
curs semantically negative in sentence o, negOcc(P, «) for short, iff
posOcc(P, ~a). P occurs mixed in o, mizOcc(P, «) for short, iff
it properly occurs in « but neither posOcc( P, ) nor negOcc(P, ).
We write posOccOrNot(P,a) (resp. negOccOrNot(P, ) iff
posOcc(P, a) (resp. negOcc(P, ar)) or P does not occur syntacti-
cally in o

The reinterpretation operators described in Sect. 6 are based on
the concept of dual remainder sets [8, 29, 24], which is similar to
the concept of remainder sets [2] used in the classical paper of AGM
[1] for the construction of partial-meet revision functions. Let BT,
the dual remainder sets modulo o, denote the set of inclusion max-
imal subsets X of B that are consistent with «, i.e., X € BTa iff
X C B, X U{a} is consistent and for all X C B with X C X
the set X U {a} is not consistent. The notion of dual remainders is
extended to arbitrary KBs By as second argument by defining BT B,
as BT A\ Bi.

3 MINIMALITY IN BELIEF REVISION

In his paper on two dogmas of belief revision, Hans Rott [30] pointed
out the long standing belief (dogma) that classical belief revision a
la Alchourrén, Girdenfors and Makinson (AGM) [1] obeys a princi-
pal of minimality, according to which a KB is allowed to be revised
only minimally in the light of new information. The AGM postu-
lates do not constrain the revision result in the main interesting case
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of conflict between KB and triggering information. In fact, the am-
nesic (forgetful) revision operator defined by B * o = Cn(«) fulfils
all AGM postulates though it is clearly not minimal as it completely
deletes the sentences of the knowledge base B.

The relevance postulates of Hansson [16] and of Parikh [26] are
two different possibilities that remedy the unwanted property of am-
nesic revision. Relevance postulates specify that only those sentences
of the initial KB are allowed to be eliminated that are potential can-
didates for the conflict of the KB and the trigger. These kind of pos-
tulates constrain the revision result by an approximation from below
in the sense that they say which set of sentences X (namely those
not relevant for the conflict) have to be in the (set of consequences
of the) revision result: X C Cn(B * «). Note that the AGM postu-
late called Expansion 2 (Exp 2) constrains the result only in the triv-
ial case where the trigger does not contradict the belief set. (AGM
formulated their postulates for logically closed KBs which they call
belief sets.)

(Exp2) If ~a ¢ B,thenCn(BU«a) C B*a.

The relevance postulate of Hansson [16] is formulated for arbitrary,
i.e. not necessarily logically closed, sets of sentences B called belief
bases. The postulate says in words: If a sentence [ of the belief base
B is not contained in the revision result B * «c, then it would lead to
an inconsistency if it were added to a consistent extension B’ of the
revision result.

(Rel-H) If 8 € Band 3 ¢ B * «, then there is a set B’, such that:
e BxaC B'C BU{a};
e B’ is consistent;
e B’ U {B} is not consistent.

Though this postulate formulates a moderate relevance condition
for belief base operators it is not an adequate postulate for the in-
tended integration scenario. In this scenario, it is not individual sen-
tences which cause a conflict but different uses of (concept or role
or more generally predicate but not constant) symbols in the knowl-
edge base B and the trigger 5. And indeed, the reinterpretation based
operators defined below do not fulfil this postulate.

Example 1 Let, e.g., be given a knowledge base according to which
we think that the media pri, pra, which are published in some pro-
ceedings are articles: B = { Article(pr1), Article(pra)}. The trig-
ger o = —Article(pri) stems from an agent who has a different un-
derstanding of ‘article’ according to which only publications in jour-
nals (but not proceedings) are articles. An appropriate revision result
B % a would not only delete Article(pri) but also Article(prz);
because the next time the sender sends a trigger containing Article
negatively, namely —Article(pr2), a conflict will occur. But this op-
erator x does not fulfil (Rel-H). As we will show below we can for-
mulate a radically adapted version of this relevance postulate that is
fulfilled by the reinterpretation operators.

A completely different relevance postulate, which is more symbol-
oriented and hence works equally for belief-base revision and belief-
set revision, was formulated by Parikh [26] and further developed by
him and colleagues [6, 7], as well as generalised by [20] and [19].
The idea rests on representing a KB B equivalently with KB com-
ponents with pairwise disjoint symbols sets V,,. Then a formula [ is
considered to be relevant for the revision with the trigger « iff 5 and
a have symbols in one of the symbol sets V,, in common.

Formally, let V be an FOL vocabulary and V. = {V,, }ncr be a
partition of V. V is a splitting of a KB B iff there exists a family



of KBs {Bn}ner s.t: V(Brn) C Vy, and | J{Bn}ner = B [20].
Ordering splittings as partitions in the usual way, one can prove that
for every KB B there is always a unique finest splitting of B [20, 26].
Now let B be a consistent KB and V = {V,, }ner the unique finest
splitting V of B. A formula g is irrelevant w.r.t. to the revision of B
with trigger a—_ is irrelevant for o modulo B for short—iff for all
Vo, € ViV, NV(B) = 0orV,,NV(a) = 0. The relevance criterion
of Parikh now reads:

(Rel-P) If 3 is irrelevant for @ modulo B, then 8 € Cn(B * ).

Parikh’s criterion (Rel-P) is not strong enough to exclude a kind
of semantic integration operation that in some sense is too sceptical.

Example 2 Think again of an integration scenario where the sender
has a stronger notion of article than the receiver. Assume that the re-
ceiver’s KB is B = {Article(pri), Article(prz), ~Article(bo1)},
which in particular says that the publication boy is not an article,
and the trigger stemming form the sender is @ = —Article(pri).
Consider the following integration operator x: For arbitrary KBs
B and trigger « the operator renames concept and role symbols
s of the receiver’s KB into new fresh symbols s’ in order to re-
gain consistency. In case of this example only the occurrences of
Article in B are renamed into Article’ and one gets B * «
{Article' (pri1), Article’ (pr2), ~Article’ (bo1), ~ Article(pri)}.
This operator * clearly fulfils the criterion (Rel-P). But we lose the
information of B that the book bo1 is not an Article. Hence (Rel-P)
is not a relevance criterion that prohibits all too sceptical (though
symbol oriented) revision.

The relevance postulates cover only one aspect of minimality, but
completely miss the other aspect of minimality which is to constrain
the (consequences of the) revision result from above. That is, one has
to prescribe a set X such that Cn(B * «) C X. In classical AGM
belief revision [1] the first expansion postulate (Exp 1) constrains
the revision result only in the uninteresting case where o does not
contradict B. In the more interesting case of contradiction, Cn(B U
«) is the set of all sentences, hence the postulate becomes vacuous.

(Exp1l) B*xa C Cn(BU a).

For belief base revision, the (revised) knowledge base and the result
do not have to be logically closed. Hence the postulate corresponding
to (Exp 1), called inclusion postulate, really results in a approxima-
tion from above—thereby hampering all too creative base revision.

(Incl) Bxa C BU a.

But for the integration scenario, belief base revision is not the
means of choice as its results depend on the syntactic repre-
sentation of the belief bases. For example, if the result of the
revision of {Article(pri), ~Article(bo1), ~Article(boz)} with
—Article(pry) results in {—Article(bo1) A —Article(boz)}, this
should be considered to be a non-creative (acceptable) revision re-
sult, though (Incl) is not fulfilled. Hence, we will define a different
form of inclusion postulate that abstracts from the syntactic repre-
sentations of the knowledge bases. Thereby we will have described a
postulate for operators on the knowledge level [22], in which ontolo-
gies are first-class citizens.

4 THE POSTULATE OF REINTERPRETATION
RELEVANCE

For the following we will assume that B is a predicate logical KB
without the identity and function symbols, i.e., B is a finite set of sen-
tences in first order (predicate) logic without identity and functional
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symbols. The new relevance postulate starts off from Hansson’s rel-
evance postulate (Rel-H) and adapts it in the direction of making it
more symbol-oriented. The main technical tool for the adaptation is
the concept of a prime implicate, which roughly represents a most
atomic component of the KB. Though it is the different use of sym-
bols that leads to conflicts in our integration scenario, it is sentences
that make up a conflict. Hence, by representing a KB in a specific
normal form by its implied prime implicates, one gets a fine-grained
means for identifying the real culprit symbols for conflicts: just iden-
tify the prime implicates in which the symbols are contained and
which are involved in a conflict. While the notion of prime implicate
is omnipresent for propositional logic [3] and has been exploited for
the definitions of propositional revision operators [5, 25, 31], there is
no real semantic notion of prime implicate for FOL that deserves this
term (but compare the prime implicate definition for modal logics in
[4]), and there is no approach that uses prime implicates in the postu-
lates. We will work with a more syntactic notion of prime implicates
and use it for the (satisfiably) equivalent representations of KBs.

The core idea of the new relevance theorem is this: A sentence 3
entailed by B is allowed to be eliminated from the integration result
if there is a related sentence € of the normal form of B that together
with other formulas of the normal form leads to a contradiction. The
kind of relatedness between /3 and e will be further specified below.
We now formalise the notions in order to formulate the relevance
postulate.

A FOL formula « is universal iff « is equivalent to a formula in
prenex form containing only all-quantifiers V. A universal formula of
the form Va1 ... Vzn(li1 V - - - V lis, ), where the l4; are literals with
variables in {21,...,2n}, is a FOL clause. An FOL clause o
Vxi...Va, B is a (proper) subclause of a FOL clause oo, iff as is
of the form az = Yy ...Vy,d, where all z; are among the y; and
the set of literals in 3 is a (proper) subset of the literals in §.

Let X be a set of universal formulas. The set of FOL clauses of
X w.rt. to a vocabulary V, CIV(X ), is the set of all FOL clauses in
Sent(V) entailed by X. For formulas o let C1Y(a) = CIY({a}).
If X is an arbitrary set of FOL sentences, let X™ be the result of
skolemizing every sentence in X (with fresh constants). Let Vi be
the set of used skolem symbols. The set of FOL clause of X w.r.t. V
and skolem symbols Vg is defined by C1VZVsic(X*),

Now we can define the set of FOL prime implicates of a set of
universal formula X w.r.t. }V as the set of non-tautological clauses of
X for which there is no proper subclause in C1V (X).

PIY(X) = {pre CIY(X) | pris non-tautological and has

no proper subclauses in C1¥ (X )}

The notion of an FOL prime implicate leads to a logically equiva-
lent characterisation of sets X containing only universal formulas.

Proposition 1 LetV be a predicate logical vocabulary. For every set
X of universal formulas X with V(X) C V we have: X = PTY(X).

The notion of relatedness mentioned above is explicated techni-
cally by the (semantically) positive and negative occurrences of sym-
bols; it says that 5 and e are related w.r.t. to a symbol P occurring
in both iff P occurs in the same polarity in both sentences or at least
mixed in one of the sentences.

Definition 1 Let P be a predicate symbol which occurs properly in
B and €. B and € are called related w.rt. P iff a) either mixOcc(P, €)
or mixOcc(P, B); or b) posOcc(P,¢€) and posOcc(P, B); or c)
negOcc(P, €) and negOcc(P, ().



The new relevance postulate (Rel-R) which we call the postulate
of reinterpretation relevance now has the following form:

(Rel-R) Let be given a vocabulary V, an FOL KB B over V, an
FOL sentence « over V and an FOL clause 3 over V. Let B* be a
skolemization of A B with skolem constants from V.

If B = 8 and B« [~ f, then there is a set X and a sentence
€€ X s.t:

1. X C PIYYVsk(B*);

2. X U{a} is inconsistent;

3. (X \ {€}) U{a} is consistent and
4

. e isrelated with 8 w.r.t. a predicate symbol P.

In words the postulates says the following: If there is a sentence 3 (in
fact we constrain 3 to be a clause) which follows from the original
KB B but is not contained in the integration result B * «, then there
must be a good reason for excluding it from the result. The reason for
the exclusion is explained by a reference to the prime implicate form
of B: There is a sentence ¢ related to 8 such that its addition to a
subset X \ {¢} of the prime implicate form contradicts ce. Hence, the
exclusion is not necessarily justified by identifying £ as a culprit for
the conflict but (possibly) another related sentence €. Note that the
set X \ {e} has the role of B’ in the relevance postulate (Rel-H) of
Hansson. Though (Rel-R) expresses a very weak form of relevance,
it prohibits revision operators like those of Ex. 2.

Example 3 As in Ex. 2 assume that the KB has the form B
{Article(pr1), Article(prz), —~Article(bo1)} and the trigger is
! —Article(pr1). Clearly PTYYYs«(B*) = B* = B. Let
B = —Article(bo1). Then B = 8 and B x o [~ (. But for the
predicate Article there is no X C PIVYVsk(B*) that fulfils the
conditions of (Rel-R) because the only B-related prime implicate is
—Article(bo1) which is not involved in a conflict.

5 AN EXTENDED INCLUSION POSTULATE

We further exploit the idea of prime implicates to define a postulate
that captures the other aspect of minimal integration where one con-
strains the (consequences of the integration) result from above. The
idea, in principle, is to enrich the given KB B to an equivalent set
Enr(B) that contains enough consequences of B in order to identify
the real potential culprits in the integration process. A typical exam-
ple for an enrichment operator is the disjunctive closure of a belief
base according to which a belief base is closed up with all (finite) dis-
junctions of sentences in it [15]. The general schema of the extended
inclusion axiom is the following:

(Incl-ES) For all « there is an X C Enr(B) such that X U {a}
L,andforall 8: If Bxa = (8, then X U {a} = 5.

This schema says: There is a subset of the enrichment of B such that
all sentences 3 entailed by the integration result follow from a subset
X of the enrichment together with the trigger .. Instantiations of this
schema with different enrichment operators Enr result in different
extended inclusion postulates whose usability relies heavily on the
properties of Enr. If, e.g., Enr is the identity, we get an all too strict
inclusion postulate. If Enr is Cn, we get an all too weak inclusion
postulate. That means, the good candidates for Enr lie in between the
identity and the consequence operator, and hence one should ensure
that Enr(B) = B. As we allow the enrichment also to introduce
new symbols (like those needed for skolemization) we weaken this
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goodness criterion to the restriction that B and Enr(B) should be
equivalent w.r.t. to the old vocabulary V. The enrichment operator
Enr we will use in the following is an operator that enriches B with
prime implicates of its skolemization.

Enr(B) = BUPIYYYs<(B¥)

And in fact, though the enriched KB Enr(B) is not equivalent to B,
it is at least equivalent w.r.t. to the non-skolem symbols.

Proposition 2 For (finite) KBs B over V:
CnY(B) = CnY(Enr(B))

We call the postulate that results from (Incl-ES) by instantiating the
parameter Enr by Enr(B) = BUPIYYYsk(B*) the extended inclu-
sion postulate (Incl-E).

6 REINTERPRETATION OPERATORS

The extended relevance postulate and inclusion postulate are in-
tended to specify minimal changes of revision-like operators which
are used in a particular semantic integration scenario described in the
introduction. In this section, we recapitulate the definition of opera-
tors of this kind [11, 24] and show that they fulfil the new postulates.
Other postulates that are fulfilled by these operators (cf. ([24]) will
not be discussed in this paper. The construction of the operators mim-
ics the construction of the propositional revision operators of [9].

The integration operator to be defined in the following is denoted
by o and is called a reinterpretation operator. (In [24] it is called weak
reinterpretation operator of type 2, but as we define only this reinter-
pretation operator, here we do not use the additional specifications.)
o is a binary operator with a finite FOL KB as left and an FOL sen-
tence « as right argument. Before giving the technical definition, the
main construction idea will be illustrated with the KB and the trigger
of Ex. 2.

Example 4 Ler B = { Article(pri), Article(prz), ~Article(bo1)}
and the trigger o = —Article(pri). The reinterpretation operator
o results in the following KB:

Boa {Article’ (pr1), Article’ (pr2), ~Article’ (boy),
—Article(pri),

Va(Article(z) — Article’(z))}

The conflict between B and « is traced back to ambiguous use of
symbols. As we assume that only predicate symbols (and not con-
stants) may be used ambiguously, the conflict can only be caused by
different uses of the unary predicate Article. The receiver (holder
of B) gives priority to the sender’s use of Article over his use of
Article, and hence he adds —Article(pri) into the result B o o Its
own use of Article is internalized, i.e., all occurrences of Article
in B are substituted by a new symbol Article’. This step of inter-
nalization will also be called the step of dissociation or disambigua-
tion as the uses of Article according to sender and receiver are put
apart. But as we assumed that in the integration scenario the uses
of Article by sender and receiver are similar, the receiver adds hy-
potheses on the semantical relatedness (bridging axioms, cf. [23])
of his and the sender’s use of Article. The hypothesis in this case
is Vz(Article(z) — Article’(z)) which says that articles in the
sender’s sense are also articles in the receiver’s sense. Note that
because of this hypothesis the result B o « entails the assertion
—Article(bo1) from the initial KB B. The other direction of the hy-
pothesis, namely Vz(Article’ (z) — Article(z)) cannot be added
to the result as it would lead to a contradiction.



So the general construction for the reinterpretation operators in case
of conflict is first to disambiguate the symbols involved in a conflict
and second add bridging axioms. Technically the disambiguation is
realised by uniform substitutions called ambiguity compliant resolu-
tion substitutions, AR(V, V') for short. Here, we assume VNV’ = ()
where 1’ is the set of symbols used for internalization. The substitu-
tions in AR(V,)’) get as input a non-logical symbol in V (in case
of this paper: a predicate symbol) and map it either to itself or to
a new non-logical symbol (of the same type) in V’. In our case we
only consider the substitution of predicate symbols. The set of sym-
bols s € V for which o(s) # s is called the support of o and is
denoted supp(c). A substitution with support S is also denoted by
os. For substitutions o1, 02 € AR(V, V') we define an ordering by:
o1 < o9 iff supp(o1) C supp(o2). AR(V, V') can be partitioned
into equivalence classes of substitutions that have the same support.
We assume that for every equivalence class a representative substi-
tution ®(S) € ars(V,V’) with support S is fixed. ® is called a
disambiguation schema.

In the general case, there may be more than one predicate sym-
bol which has to be disambiguated in order to get consistency; and
even more, there may be many different sets of symbols for which
a disambiguation leads to consistency. These sets are called minimal
conflict symbol sets and are defined formally as follows:

Definition 2 Let B be an FOL KB over V and o an FOL sentence
over V. The set of minimal conflicting symbols sets, MCS(B, ), is
defined by:

MCS(B,a) ={SCV | Thereisaos € AR(V,V’), s.t.

Bos U{a} is consistent, and for
allop € AR(V,V') withor < 0s

Bo g U {a} is not consistent. }

As no symbol set in MCS(B, «) is a better candidate then the other,
we assume that a selection function v; selects the good candidates:
1 (MCS(B, a)) € MCS(B, a). In the end, the symbol set S# =
U (MCS(B, a)) is the set of symbols which will be internalized.

In the second step, the disambiguated symbols of S# are related
by bridging axioms. Depending on what kind of bridging axioms
are chosen, different integration operators result. Here, we choose a
very conservative simple class of initial bridging axioms called sim-
ple bridging axioms. (For other types of bridging axioms see [24] and
[11].) Let be given a substitution o = os € AR(V, V) with support
S C V. Let P be an n-ary predicate symbol in S, o(P) = P’ and

let £ = z1,...,Tn. Then define P = VE(P(Z) — P'(Z)) and

P = VvE#(P'(z) - P(@)).

Definition 3 Let o = o5 € AR(V, V) for S C V. The set of simple

bridging axioms w.rt. o is BA(c) ={P, P | P € S}.

In case of conflict, not all bridging axioms of BA(S#) can be added
to the integration result (compare Ex. 4). Hence, we search for sub-
sets that are compatible with the union of the internalized KB and
the trigger, Bo U {a}. That means, possible candidate sets of bridg-
ing axioms can be described by dual remainder sets (see section on
logical preliminaries) as BA (o) T(Bo U {a}). Again, as there is no
preference for one candidate over the other we assume that a sec-
ond selection function -2 is given with y2 (BA(0)T(Bo U {a})) C
(BA(0)T(Bo U{a}). The intersections of the selected bridging ax-
ioms is the set of bridging axioms added to the integration result.
(Compare this with the partial meet revision functions of AGM [1]).
The reinterpretation operator o = o7 now is defined as follows:

o1

Definition 4 Let V be a predicate logical vocabulary, V' a disjoint
predicate logical vocabulary (for internalization) and let be given a
disambiguation scheme ®. Moreover let be given selection functions
1,72 and for short let ¥ = (v1,72). For any FOL KB B and FOL
sentence o over V let S* = |Jy1 (MCS(B, a)) and ¢ = ®(S%).
Then the reinterpretation operator o = o” is defined by

Boa

a(B)U{a} U[)r2(BA(0)T(o(B) U{a}))

It can easily be checked that this definition of o gives the results in
Ex. 4 (for any pair of selection functions 1, y2).

7 REINTERPRETATION OPERATORS ARE
MINIMAL SEMANTIC INTEGRATION
OPERATORS

We now justify the introduction of the reinterpretation operators by
proving that they fulfil the reinterpretation postulate and the extended
inclusion postulate. The main component in the proofs are proposi-
tions that explicate the interaction of the internalization and of the
bridging axioms with the prime implicates implied by the KB B.
The first main proposition is explicated in the following:

Proposition 3 Let be given vocabularies V and V' with VNV’ = ).
Let B be a set of universal formula in FOL (without identity and
Sfunction symbols) over V), let o be a substitution of predicate symbols
P by new symbols o(P) € V' and let P1(-) = prvY’ (+). Then:

Cn" (PI(Bo)) = CnY (PI(Bo) N Sent(V))

If a KB B is internalized w.r.t. to some symbols (those in the support
of o), then some of the original consequences of B are lost, and
hence this is also true for the equivalent set of prime implicates of Bo
over the (larger) vocabulary VUV, But remarkably, according to this
proposition, if we restricted the prime implicates to those containing
only symbols of V, the loss of V-consequences of B does not become
bigger. That means that in order to register losses of V-consequences
of B we can stick to the prime implicates of B.

While this proposition hints to the interaction of prime implicates
with the internalization, the following proposition talks about their
interaction with simple bridging axioms. The proposition refers to
the notion of an admissible skolemization. Let B* = VZ1 ... Vi’mB
be a skolemization of B with skolem constants not in V(B U Bo).
Then B*o = Vi ...VimBo is a skolemization of Bo. Let Vzba
be a prenex form of some set of bridging axioms ba C BA(c). Then
(BoUba)™ is called an B*- admissible skolemization of Bo Uba iff
it has the form (Bo U ba)* = V2V ... Vi (Bo A ba).

Proposition 4 Ler V), V', Vsk be pairwise disjoint vocabularies. Let
B be a KB over V and o be a substitution of predicate symbols P by
new predicate symbols o(P) € V'. Let ba C BA(0) be a subset of
bridging axioms and (Bo U ba)™ be a B*-admissible skolemization
of Bo U ba with skolem constants from Vs, then:

PIYYY'YYek (B U ba)*) N Sent(V U V(B*)) C PTYVYsk (B*)

This proposition says that the internalization with symbols from
V' and the addition of bridging axioms to the KB does not enlarge
the capability of prime implicates to entail sentences not containing
internal symbols. Again, that means that the original prime impli-
cates of the KB B can be used as indicators for possible conflicts.
Note that a corresponding proposition for more complex bridging
axioms may not hold.

Using these propositions one can show the desired theorem.



Theorem 1 The reinterpretation operators according to Definition
4 fulfil the postulates of reinterpretation relevance (Rel-R) and ex-
tended inclusion (Incl-ES).

We give a proof of the theorem based on the propositions above and
the following proposition which is part of the folklore.

Proposition 5 Let 8 be an FOL formula over V and 3™ be a skolem-
ization with constants not in V. Then CnY (8) = CnY (5*).

Proof that postulate (Rel-R) is fulfilled

We need the following lemma which can be proved by considering
resolution. In the lemma we use the auxiliary boolean function g;
let P be an n-ary predicate symbol and /3 be an arbitrary sentence.
g(ba, B) holds iff P occurs in § in a polarity corresponding to its
occurrence in the simple bridging axiom ba.

posOccOrNot(P,3), ifba = %

9(ba, B) {negOccOrNot(P, B), ifba = ?

Lemmal Let S = {P,..., P,} be a set of pairwise disjoint pred-
icate symbols from a vocabulary V, o = [P1/P|,...,P,/P,] an
injective substitution with P € V \S, 1 < i< n Let Vy
V\{Pi,..., P} Let Bbe a KB withV(B) C V,, and ba C BA(0)
a set of bridging axioms of the form ba(P;) € {?Z, E} 1<i<n.
Let (Bo Uba)* be an B*-admissible skolemization of Bo U ba with
skolem constants from V\V(B\V(Bo). Last but not least let U C S

be the set of symbols P; € S such that {?1, E} C ba. Then

C’lv”((Oa UuB)) = {Be Clv"(O*) | There is an € with:

e € CIV"((Bo U ba)™);

€E B
€ has no symbol of S \ V(ba) and for all
P e (SNV(ba)) \U: g(ba(F;),€e)}

Let Bres abbreviate Boa = BoUbaU{a} forasubsetba C BA(o).
Let Byes [~ 8 and B |= 8. Because of Prop. 5 it holds that B* |= 8
and (Bo U ba)* (= L. Because of Lemma 1 it follows that there is
a predicate symbol P in 3 s.t.: P does not occur in ba or we have
ba(P) € ba, but not g(ba(P), ). I consider only the latter case as
the former can be reduced to it. W.lo.g. let ba(P) =
that P either occurs mixed in S or positively.

. That means

That <F is not contained in the integration result means that there
is a subset ba’ = {ba(P1),...,ba(Px)} C BA(o) of the bridging
axioms s.t.

Y := BoUbad

is compatible with « but
Z:= BoUbd U{P}

is not compatible with .. Hence ~ar ¢ CnY(Y), whilst ~a €
CnY(Z). Let Y* and Z* be B*-admissible skolemizations with
skolem constants in V.. With Prop. 5 it follows =a ¢ CnY(Y™*),
whilst =~ € CnY(Z*). Because of Prop. 1 it follows

—a ¢ CnV(PIYYY'YVs(v)) but
—a € CnV(PIVUV,UVSk(Z*))

ey
@

Because of Prop. 3 we have further
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CnYYVsk (PIVVY WVak (Y*) A Sent (V U Va))
CnVYVek (PIVVY WYak (27) 1 Sent(V U Vi)

CnVUVSk (Y*)
CnVUVSk (Z*)

Intersecting both sides of the equation with Sent()) results in the
equations:

CnY (PIVYY Y (Y*) 1 Sent(V U Vir))
CnY (PTVVY'WYsk (7Y () Sent(V U Vi)

Cn¥(Y™)
Cn¥(Z%)

Therefore with (1) and (2) one can infer that

—a ¢ CnY(PIYYYVa(Y*) A Sent(V U Vi)
—a € CnY(PIYYY'YYa(Z*) A Sent(V U Vi)

Because of Prop. 4 the sets X; = PIVVY WVak (Y*) N Sent (VU V)
and X5 = PIYYY'WVak(Z*) NSent (VU V) are prime implicates of
B* with X7 C X5. Choose an X such that X; C X C X5 and X
is inclusion minimal w.r.t. the property that ~a. € CnY (X). Such an
X exists, as for X5 one has ~a € CnY(X2). X must contain prime
implicates in which P occurs positively or in mixed form; otherwise
we would have X; = X». Hence there is also an € which is related
to 8 w.r.t. P. So all conditions of (Rel-R) are fulfilled.

Proof that postulate (Incl-E) is fulfilled

Assume that Boaw = BoUbaU{«} for some set of bridging axioms
ba C BA (o). Now we have the following chain of equations:

CnY (Bo U ba) Prop. 3 CnY((Bo U ba)*)
Prop. 1 CnV(PIVUV/UVsk (Bo Uba)*))
Pr@. 3

(
CnY (PIVYY'Vek ((Bo U ba))
N Sent(V U V(B™)))

Let X = PIVYY'YVek ((Bo U ba)*) N Sent(V U V(B*)). Then we
continue with

Prop. 4 /
X C PIVYVVi(B*) C Enr(B)
Hence X U {a} is consistent, because B o « is consistent. For all 3
with Bo o = B and B € Sent(V) it holds that Bo U ba = a — 3,

hence X = a — B andsoalso X U{a} | 3.

8 CONCLUSION

This paper investigated minimality postulates for a particular integra-
tion scenario where a receiver agents wants to integrate information
stemming from a sender agent. We assumed that the understandings
of the symbols by the sender and the receiver are in most cases iden-
tical; but if they are used in different meanings, they differ only mini-
mally. Starting off from relevance postulates and inclusion postulates
for belief revision operators we defined the postulate of reinterpreta-
tion relevance and the postulate of extended inclusion. These specify
a global kind of minimal change of the receiver’s KB by specifying
what is allowed to be eliminated (conflict relevant sentences) from
the result and what sentences at most are allowed to be contained in
the result.

A novel feature of the postulates is the exploitation of prime impli-
cates. The introduction of prime implicates makes it possible to align



one of the assumption for the intended semantic scenario (namely
that it is ambiguous use of symbols which causes the conflict) with
the fact that contradictions show themselves not on the symbol level
but on the sentence level.

The reinterpretation operators recapitulated in this paper can be
shown to fulfil the new postulates and as such can be thought of re-
alising a semantic integration which changes the meanings of the
receiver’s symbols only in a minimal way.

Concerning future work we mention that the postulates (Rel-R)
and (Incl-E) are intended to be used as main components for an en-
visioned representation theorem for predicate logical reinterpretation
operators.

ACKNOWLEDGEMENTS

I would like to thank the referees for their comments, which helped
improve this paper.

REFERENCES

[1] Carlos Eduardo Alchourrén, Peter Gérdenfors, and David Makinson,
‘On the logic of theory change: partial meet contraction and revision
functions’, Journal of Symbolic Logic, 50, 510-530, (1985).

Carlos Eduardo Alchourrén and David Makinson, ‘Hierarchies of
regulations and their logic’, in New Studies in Deontic Logic, ed.,
R. Hilpinen, 125-148, D. Reidel Publishing, (1981).

Tania Armstrong, Kim Marriott, Peter Schachte, and Harald
Se¢ndergaard, “Two classes of boolean functions for dependency analy-
sis’, Science of Computer Programming, 31(1), 3-45, (1998).

Meghyn Bienvenu, ‘Prime implicates and prime implicants: From
propositional to modal logic’, J. Artif. Intell. Res. (JAIR), 36, 71-128,
(2009).

Meghyn Bienvenu, Andreas Herzig, and Guilin Qi, ‘Prime implicate-
based belief revision operators’, in ECAI, eds., Malik Ghallab, Con-
stantine D. Spyropoulos, Nikos Fakotakis, and Nikolaos M. Avouris,
volume 178, pp. 741-742. 10S Press, (2008).

Samir Chopra, Konstantinos Georgatos, and Rohit Parikh, ‘Relevance
sensitive non-monotonic inference on belief sequences’, Journal of Ap-
plied Non-Classical Logics, 11(1-2), 131-150, (2001).

Samir Chopra and Rohit Parikh, ‘Relevance sensitive belief structures’,
in Annals of Mathematics and Artificial Intelligence, pp. 259-285,
(2000).

James P. Delgrande, ‘Horn clause belief change: Contraction func-
tions’, in Principles of Knowledge Representation and Reasoning: Pro-
ceedings of the 11th International Conference, KR 2008, Sydney, Aus-
tralia, September 16-19, 2008, eds., Gerhard Brewka and Jérome Lang,
pp. 156-165. AAAI Press, (2008).

James P. Delgrande and Torsten Schaub, ‘A consistency-based ap-
proach for belief change’, Artificial Intelligence, 151(1-2), 1-41,
(2003).

Dejing Dou, Drew V. McDermott, and Peishen Qi, ‘Ontology transla-
tion by ontology merging and automated reasoning’, in Proceedings
of the EKAW-02 Workshop on Ontologies for Multi-Agent Systems, pp.
3-18, (2002).

Carola Eschenbach and Ozgiir L. Ozcep, ‘Ontology revision based on
reinterpretation’, Logic Journal of the IGPL, 18(4), 579-616, (2010).
First published online August 12, 2009.

Giorgos Flouris, Zhisheng Huang, Jeff Z. Pan, Dimitris Plexousakis,
and Holger Wache, ‘Inconsistencies, negations and changes in ontolo-
gies’, in Proceedings of the 21st National Conference on Artificial In-
telligence (AAAI-06), pp. 1295-1300, (2006).

Giorgos Flouris, Dimitris Manakanatas, Haridimos Kondylakis, Dim-
itris Plexousakis, and Grigoris Antoniou, ‘Ontology change: classifica-
tion and survey’, The Knowledge Engineering Review, 23(2), 117-152,
(2008).

Giorgos Flouris, Dimitris Plexousakis, and Grigoris Antoniou, ‘On ap-
plying the AGM theory to DLs and OWL’, in Proceedings of the 4th In-
ternational Semantic Web Conference (ISWC-05), pp. 216-231, (2005).
Sven Ove Hansson, ‘Changes of disjunctively closed bases’, Journal of
Logic, Language and Information, 2, 255-284, (1993).

(2]

(3]

(4]

(5]

(6]

(71

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

93

[16]
[17]
(18]

[19]

[20]

[21]

[22]
[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

Sven Ove Hansson, ‘Reversing the Levi identity’, Journal of Philosoph-
ical Logic, 22, 637-669, (1993).

Sven Ove Hansson, ‘A survey of non-prioritized belief revision’, Erken-
ntnis, 50(2-3), 413-427, (1999).

Sven Ove Hansson, A Textbook of Belief Dynamics, Kluwer Academic
Publishers, 1999.

David Makinson, ‘Propositional relevance through letter-sharing: re-
view and contribution’, in Formal Models of Belief Change in Rational
Agents, (2007).

David Makinson and George Kourousias, ‘Parallel interpolation, split-
ting, and relevance in belief change’, Journal of Symbolic Logic, 72,
994-1002, (September 2007).

Thomas Meyer, Kevin Lee, and Richard Booth, ‘Knowledge integration
for description logics’, in Proceedings of the 20th National Conference
on Artificial Intelligence (AAAI-2005), pp. 645-650, (2005).

Allan Newell, ‘The knowledge level’, Artificial Intelligence, 18, 87—
127, (1982).

Natalya Fridman Noy, ‘Semantic integration: a survey of ontology-
based approaches’, SIGMOD Record, 33(4), 65-70, (2004).

Ozgiir L. Ozcep, ‘Towards principles for ontology integration’, in
FOIS, eds., Carola Eschenbach and Michael Griininger, volume 183,
pp. 137-150. IOS Press, (2008).

Maurice Pagnucco, ‘Knowledge compilation for belief change’, in
Al 2006: Advances in Artificial Intelligence, eds., Abdul Sattar and
Byeong-ho Kang, volume 4304 of Lecture Notes in Computer Science,
90-99, Springer Berlin / Heidelberg, (2006).

Rohit Parikh, ‘Beliefs, belief revision, and splitting languages’, in
Logic, Language and Computation, eds., L.S. Moss, J. Ginzburg, and
M. de Rijke, volume 2, 266278, CSLI Publications, (1999).

Guilin Qi and Jianfeng Du, ‘Model-based revision operators for termi-
nologies in description logics’, in Proceedings of the 21st international
Jjont conference on Artifical intelligence, IJCAI’09, pp. 891-897, San
Francisco, CA, USA, (2009). Morgan Kaufmann Publishers Inc.
Guilin Qi, Qiu Ji, and Peter Haase, ‘A conflict-based operator for map-
ping revision’, in Proceedings of the 22nd International Workshop
on Description Logics (DL-09), eds., B. Cuenca Grau, J. Horrocks,
B. Motik, and U. Sattler, volume 477 of CEUR Workshop Proceedings,
(2009).

Marcio M. Ribeiro and Renata Wassermann. Base revision for ontol-
ogy debugging. Journal of Logic and Computation. Advanced Access,
published September 5, 2008, 2008.

Hans Rott, “Two dogmas of belief revision’, The Journal of Philosophy,
97(9), 503-522, (2000).

Zhi Zhuang, Maurice Pagnucco, and Thomas Meyer, ‘Implementing
iterated belief change via prime implicates’, in Al 2007: Advances in
Artificial Intelligence, eds., Mehmet Orgun and John Thornton, volume
4830 of Lecture Notes in Computer Science, 507-518, Springer Berlin
/ Heidelberg, (2007).



Equivalence Relations for Abstract
Argumentation

Sjur K Dyrkolbotn !

Abstract. We study equivalence relations between argu-
mentation frameworks, taking a relation to be an equivalence
with respect to some semantics if it preserves and reflects
the extensions of that semantics. We argue that this notion
of equivalence is useful and should be considered in abstract
argumentation. We go on to consider what conditions can be
placed on arbitrary relations to ensure that they behave nicely
with respect to equivalence. This leads us to consider bisim-
ulations, and we show that while they do not ensure equiva-
lence, equivalences that are also bisimulations have some nice
properties with respect to semantic agreement. Then we in-
troduce bisimulations that we call finitely collapsing. They
satisfy an additional, non-local condition, and we show that
they are equivalence relations with respect to all the semantics
for argumentation that we consider.

1 Introduction

In abstract argumentation following Dung [8], the notion of
equivalence usually adopted states that two frameworks are
equivalent with respect to a semantics if they have syntacti-
cally identical sets of extensions under that semantics, see e.g.,
[13]. This is problematic for a number of reasons. First of all,
it involves a peculiar attachment to the names of arguments
- out of place, we think, in the study of abstract argumenta-
tion. This objection is typically countered by a statement to
the effect that it is both well known and trivial that you can
rename arguments without affecting their semantical status.
While true, this is hardly satisfactory. The question immedi-
ately becomes how we should rename arguments so that two
argumentation frameworks admit the same extensions. This,
it seems, is the most interesting question, far more significant
then trying to describe circumstances when the relation of
identity happens to be an equivalence.

Secondly, we do not in general wish to restrict attention
only to bijective functional relations that can be thought of
as renamings. In fact, what seems more interesting and use-
ful is to introduce congruences, grouping arguments together
whenever they display the same behavior with respect to some
semantics. The natural way to do this, we think, is to intro-
duce a more general notion of equivalence, saying that two
frameworks are equivalent with respect to a semantics if there
is a relation between their arguments that both preserves and
reflects extensions of that semantics. Then we must ask: when
is a relation an equivalence? What structural properties does

I Department of Computer Science, University of Bergen, Norway,
email: sjur.dyrkolbotn@ii.uib.no
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it need to preserve? This is the question we address in this
paper.

To motivate the general notion of equivalence we adopt,
we remark that relations which preserve and reflect exten-
sions preserve and reflect what we will call consistency: the
ability of a semantics to provide any answers about the sta-
tus of an argument as either accepted or defeated. In gen-
eral, semantics for argumentation can only provide a partial
answer. Some arguments have no clear status, the paradig-
matic example being that of a single self-attacking argument.
Such an argument is inconsistent in the sense that it cannot
be accepted without being defeated, and cannot be defeated
without being accepted. This, it seems to us, is the general
property that arguments that can neither be accepted nor de-
feated always share (although in general, such a picture might
arise only when we consider a chain of dependencies, e.g., an
attack-cycle of odd length).

This notion of consistency, while non-standard, seems like a
very natural and suggestive way to talk about arguments that
do not have a clear status, and for semantics based on admis-
sible sets, a formal connection to consistency in classical logic
can also be established, c.f., the discussion in Section 2. More-
over, we hope that the general notion of equivalence presented
in this paper can be used to shed light on two questions that
seem to be of great importance to abstract argumentation:
why do inconsistencies sometimes arise, and how do we deal
with them? Apart from the case of the grounded semantics,
these two questions, albeit phrased in a different manner, seem
to both motivate and confound most of the usual semantics
adopted for argumentation frameworks.

We think that a very interesting direction of research is
to attempt at exploiting the graph-theoretical structure of
argumentation frameworks in order to see if some combinato-
rial account of inconsistency can be given. Under the stable
semantics, this question is particularly critical: an argument
is inconsistent (can be neither defeated nor accepted) pre-
cisely when all arguments are inconsistent. This happens iff
the framework does not admit a stable set, and the result
that a finite framework admits a stable extension as long as
it does not contains attack-cycles of odd length can therefore
be seen as the first non-trivial result concerning consistency
in argumentation. This results was established by Dung in
his original paper [8], and by Richardson, with respect to
a different (but equivalent) formalism, already in the 1950s
[14]. The result is very satisfying, and we find it somewhat
strange that this general direction of research has received
so little attention from the community. We find it strange,



in particular, that not more work has been devoted to the
question of establishing structural conditions on frameworks
that ensure the existence of stable sets (or, more generally,
the existence of non-empty admissible sets). Hopefully, this
paper can generate some renewed interest. We show, in par-
ticular, that it is possible to arrive at non-trivial structural
conditions ensuring that a relation between frameworks is an
equivalence (which preserves and reflects consistency). This,
we believe, suggests that the general notion of equivalence de-
serves attention, especially from the point of view of trying to
arrive at a graph-theoretical account of the semantic behavior
of argumentation frameworks, and especially with regards to
questions regarding inconsistency.

2 Background

An argumentation framework, framework for short, is a di-
graph, F = (A, R), with A a set of vertices, called arguments,
and R C A x A a set of directed edges, called the attack
relation. Unless stated otherwise, we also consider argumen-
tation frameworks that are infinite. For (a,b) € R we say that
the argument a attacks the argument b. We use the notation
R () = {y | (v,2) € R} and R*(2) = {y | (z,y) € R},
extended pointwise to sets, such that, for instance, R*(X) =
U.ex RT(x). For general relations o C X x Y, we drop
+ as a superscript and use a(z) = {y | (z,y) € a} and
a (y) = {z | (z,y) € a}. This notation also extends point-
wise to sets.

A framework F = (A, R) is a subframework of a framework
Fo = (A2, R2) iff A C Az and R C Ry. A subset of arguments
X C A gives rise to the induced subframework X = (X, Rx)
with Rx = {(z,y) € R | z,y € X}. F\ X denotes the sub-
framework of F induced by A\ X. A backwards infinite walk
is a sequence A = z1x2x3 ... such that z;41 € R™ (x;) for all
i > 1. Notice that in finite argumentation frameworks, there
can be backwards infinite walks, but they must involve one or
more arguments twice, i.e., they involve cycles.

The most well-known semantics for argumentation, first in-
troduced in [8] and [3] (semi-stable semantics), are given in
the following definition.?

Definition 2.1 Given any argumentation framework F =
(A, R) and a subset A C A, we define D(A) = {z € A |
R~ (x) C RT(A)}, the set of vertices defended by A. We say
that

e A is conflict-free if RT(A) C A\ A, i.e., if there are no
two arguments in A that attack each other.

e A is admissible if it is conflict free and A C D(A). The set
of all admissible sets in F is denoted a(F).

e A is complete if it is conflict free and A = D(A). The set
of all complete sets in F is denoted c(F).

e A is the grounded set if it is complete and there is no com-
plete set B C A such that B C A, it is the unique member

of g(F).

e A is preferred if it is admissible and not strictly contained
in any admissible set. The set of all preferred sets in F is
denoted p(F).

o A is stable if RT(A) = A\ A. The set of all stable sets in

F is denoted s(F)

The formulation used here is not always identical to the one
originally given, but is easily seen to be equivalent to it
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e A is semi-stable if it is admissible and there is no admis-
sible set B such that AURY(A) C BUR"(B). The set of
all semi-stable sets in F is denoted by ss(F).

For any S € {a,c,g,p, s, ss}, one also says that A € S(F) is
an extension (of the type prescribed by §). For an argument
x € A, one says that x is credulously accepted with respect
to S € {a,c,g,p,s,ss} if there is some S € S(F) such that
z € 5. One says that x is sceptically accepted with respect to
S €{a,c,g,p,s,ss}) if x € N S(F).

Before we embark on the question of equivalence, we briefly
survey some links between argumentation, graph theory and
logic. We start with graph theory. Given a directed graph
(digraph) D = (D, N) with N C D x D, aset K C D is said
to be a kernel in D if:

N~ (K)=D\ K

Kernels were introduced by Von Neumann and Morgenstern
in the 1940s [15] in the context of cooperative game theory
and they have later attracted a fair bit of interest from graph-
theorists, see [2] for a recent overview. The connection to argu-

mentation should be apparent. If we let B denote the digraph
obtained by reversing all edges in D, then it is not hard to
verify that a kernel in D is a stable set in D and vice versa.

In kernel theory, one also considers semikernels [12], which
are sets L C D such that

NT(L)C N (L) S D\ L

It is easy to verify that a semikernel in D is an admissible set
in and vice versa. In the context of graph theory, several
interesting results and techniques have been found, especially
concerning the question of finding structural conditions that
ensure the existence of kernels, see e.g., [11, 6, 7]. In our view,
the connection to argumentation has not received the atten-
tion it deserves, although it has been mentioned, for instance
in [5]

The second link we wish to present is with classical logic
and classical consistency. This link is implicit already in much
work done on argumentation, but as far as we are aware, it
has only recently been pointed out that argumentation frame-
works and the stable actually provide an equivalent formula-
tion of classical propositional logic [10]. We would like to stress
this point a little, since it shows that when we study struc-
tural conditions that ensure preservation of extensions based
on admissible sets under mappings between frameworks, we
are also studying - from a novel point of view - conditions
that ensure preservation of classical consistency of theories.

For a formal account of the connection we have in mind,
we refer to [1]. There the authors show that digraphs provide
a normal form for propositional theories such that an assign-
ment is satisfying for a theory iff it gives rise to a kernel in
the corresponding digraph [1]. They introduce, in particular,
a new normal form for propositional logic, called the graph
normal form, where a formula ¢ is said to be in graph normal
form iff = z <> /\yeX —y for propositional letters {x}UX. It
is shown that it is indeed a normal form for propositional logic
- every propositional theory has an equisatisfiable one con-
taining only formulas of this form.® The connection between

3 Equisatisfiable means that for every satisfying assignment to one
there is a satisfying assignment to the other, i.e., the assignments
are not necessarily the same (new propositional letter might need
to be introduced)



theories in graph normal form and argumentation frameworks
is quite obvious, and obtaining a theory from an argumenta-
tion framework is particularly easy; given a framework F, we
simply form the following set of equivalences:

TF={z+ N\

yER™ ()

-y |z e A} (2.2)

We adopt the convention that z <+ A0 is a tautology, and
then it is easy to see that an assignment I' : A — {0,1} is a
satisfying assignment for TF iff Sp = {x € A|T'(z) =1} is a
stable set in F. Going the other way, from theories in graph
normal form to argumentation frameworks, is also straight-
forward, but for the details we refer to [1] (the construction is
presented with respect to directed graphs, so edges must be
reversed for argumentation).

So we have an immediate formal expression of the concep-
tual link between stable sets in argumentation and classical
consistency. The difference is only a matter of perspective, and
it is our belief that both the combinatorial perspective offered
by directed graphs, and the procedural, somewhat pragmatic,
perspective offered by argumentation, can serve to enhance
our understanding of classical intuitions. Also, while the sta-
ble semantics expresses full classical consistency, i.e., consis-
tency of the theory corresponding to the whole framework,
other semantics based on admissible sets can be seen as iden-
tifying consistent subparts of a framework /theory that satisfy
certain additional properties. To see this, it is enough to note
that if A € a(F) is an admissible set in F, then it is a stable
set in the subframework of F induced by A U R™(S), so it
corresponds to a satisfying assignment to the theory which
represents this subframework. The upshot is that all seman-
tic notions expressed in Definition 2.1 are based on, and ex-
pand upon, a notion of consistency that is essentially classical.
This provide a fresh point of view, and we think it is partic-
ularly interesting to ask about preservation of various forms
of consistency under relations between frameworks, not only
because it is relevant for abstract argumentation, but also be-
cause it addresses consistency in classical logical from a new
perspective.

3 A General Notion of Equivalence

Consider two arbitrary attack-cycles of even length, say F and
F2 depicted in Figure 1. How do we reason semantically about
an even length attack-cycle? Well, suppose that the argument
x1 from F has some proponent. Then this proponent will prob-
ably recognize that his argument is attacked by the argument
x2, and, most likely, he will then become a proponent of ar-
gument x3, recognizing that this argument attacks z2 and
therefore defends x1. In F, this is when the story stops, since
the proponent notices at this point that although x4 attacks
T3, it is in turn attacked by x1. In F2, the story is basically the
same; a proponent of x; realizes he should also support x3,
but now, since the cycle is longer, he also comes to support
Ts5.

The observation we want to make is that while the length of
cycles F and F» differ, they are still similar. So similar, in fact,
that it seems completely natural - at this level of abstraction
- to say that they are semantically the same. More generally,
it seems that whatever an even length cycle has to tell us with
respect to any semantical notion from Definition 2.1 has been
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Fa

r1 <— T2 X1 <— T2 <—"X3

S .

T4 —> I3 Tg —=> 5 —> T4

Figure 1. Two even cycles

told already by this one: x= y . Essentially, all even cy-
cles behave the same way; they are different manifestations
of exactly the same argumentation scenario. Unfortunately,
the notion of equivalence adopted in the literature on argu-
mentation does not allow us to conclude this; even cycles of
different length do not have the same set of extensions under
any reasonable semantics.

The case of even cycles seems to illustrate in a very simple
way why the current notion of equivalence used in argumen-
tation is too restrictive. It relies on a crude syntactic criterion
requiring extension - semantic in nature - to be syntactically
the same. In light of this, we believe that the following no-
tion of equivalence should be investigated. It seems completely
natural and is determined not by looking for syntactic iden-
tity between sets of arguments, but by looking for sets of ar-
guments that can be grouped together upon noting that they
have the same semantic status.

Definition 3.1 Given two argumentation frameworks F and
Fa, we say that they are equivalent with respect to S €
{a,c, g,p,s,ss}, and we write F =° Fq, if there is a relation
a C A x Az such that

o If A € S(F), then a(A) € S(F2) - the relation preserves
extensions

o If Ay € S(F2) then o™ (A2) € S(F) - the relation reflects
extensions

If a« C A x Az witnesses to the equivalence of F and F2, we
say that « is an equivalence relation. For the case of even cy-
cles, it is easy to see that this definition is adequate. It allows
us to state formally what our intuition told us to be the case,
namely F = Fy for all S € {a,c, g,p, s, ss}. The relation a =
{(z1,21), (1, x3), (T2, T2), (T2, 24), (x3,25), (T4, 26)}, for in-
stance, is easily seen to be an equivalence relation with respect
to all S € {a,c,g,p,s,ss}. Indeed, for arbitrary even cycles
T1...%2:T1, it is easy to see that for all S € {a,c,g,p, s, ss}
they are all equivalent to each other. In particular, they are
equivalent to the even cycle x1x2x1, witnessed by the equiv-
alence relation o = |, ., ., {(z1, z2i-1), (z2, T2:) }.

3.1 First Observation: Skeptical and
Credulous Acceptance

The first observation we would like to make regarding Defi-
nition 3.1 is that - unsurprisingly - equivalences preserve and
reflect skeptical and credulous acceptance of arguments. It is
clear, in particular, that if F =5 F, and S C A is a set of
skeptically accepted arguments from F, then «(S) is a scep-
tically accepted set of arguments in F2 (and similarly for the
inverse a™ ). Also, if C C A is a set of credulously accepted



arguments, then for each z € C, we have S, € S(F) such that
x € Sz, and since a(S;) € S(F2) by a being an equivalence, it
follows that a(C') is a set of credulously accepted arguments
in Fy as well. More is true, however, and what our definition
of equivalence ensures is that the logical properties of frame-
works are preserved. For instance, if one of the logical proper-
ties of F is that all extension under S containing x € A must
also contain y € A, the same relationship obtains between all
x2 € a(z) and all y2 € a(y). We obtain, in particular, two col-
lections of equivalent arguments in F2 such that one logically
implies the other. Then the benefit of having defined equiv-
alence as in Definition 3.1 becomes clear; since our notion of
an equivalence does not impose any restrictions on what the
relation must look like, we can investigate logical properties
of complex frameworks by looking for equivalences with more
simple frameworks that have already been analyzed.

3.2 Second Observation: Collapse with
respect to the Single-Status Semantics

The second observation we will make is almost as trivial as the
first, but might make the notion of equivalence introduced in
Definition 3.1 somewhat controversial to the argumentation
community. Consider, in particular, two frameworks F and F»
and a semantics S € {a,c,g,p, s, ss} such that both F and
F2 have a unique extension {S} = S(F), {S2} = S(F2). If we
assume both S, S5 to be non-empty, it is obvious that we can
always construct a relation @ C A x Az such that a(S) = S2
and a~(S2) = S, allowing us to conclude that F =5 Fs.

With respect to the grounded extension, which always gives
rise to a unique extension, this means that all frameworks fall
into one of two classes; those that admit non-empty grounded
extensions and those that do not. More is true, since it is
well known, see e.g., [8], that for any two non-empty finite
acyclic frameworks, all semantics from Definition 2.1 coincide
and deliver a unique non-empty extension - the grounded one.
This means, in particular, that with equivalence conceived of
as in Definition 3.1, all finite, non-empty, acyclic frameworks
are equivalent. Also, we note that other semantics for argu-
mentation have also been proposed that always yield a unique
extension - they are called single-status in the literature. In
light of this, the collapse of frameworks with respect to all
such semantics might disconcert some, but to us it signals
only that we have arrived at a notion of equivalence that is
appropriate. It allows us to abstract away from superficial
syntactical differences and focus instead on genuine semantic
problems.

The grounded semantics for argumentation is particularly
trivial; the grounded extension can always be computed in
linear time (iterate D() from Definition 2.1, starting from the
set, U, of unattacked arguments), and it contains arguments
that, intuitively speaking, cannot be disputed by any rational
agent. Indeed, if a semantics for argumentation was proposed
that did not include the grounded extension as a subset of all
extensions, it would probably be dismissed without further
comment. But in some sense - and we believe it is the most rel-
evant sense - all single-status semantics are trivial. They leave
no room for dispute, no contingency, and, most critically, no
interesting dependencies between arguments. Such semantics
simply pick a set, and it seems clear that the interesting ques-
tion, and the only possible source of non-triviality, lies in how
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the set is chosen. Clearly, if this is something more than an
arbitrary choice, it must involve other notions, and it is these
notions - which typically do involve interesting dependencies
- that are truly semantic in nature and deserve attention. The
point we are trying to make is beautifully illustrated by the
so-called ideal semantics [9]. The ideal set of arguments is the
maximal set of arguments that is contained in all preferred ex-
tensions. As such, the ideal semantics should, in our opinion,
not be seen as a separate semantics at all, but just as a new
notion of acceptance for preferred semantics, asking you to
accept an argument only if it is skeptically accepted and is
also in an admissible set which contains only skeptically ac-
cepted arguments (since defense is preserved under union and
the set of skeptically accepted arguments is conflict-free, the
set of all such arguments will obviously be the maximal ad-
missible subset of skeptically accepted arguments). It seems
to us that the relevant notion of equivalence is still the one
which preserves and reflects preferred sets - there is nothing
you can say about the ideal set and what it captures unless
you make reference to the notion of a preferred set. *

‘We remark that the collapse with respect to single-status
semantics has an obvious generalization, allowing us to con-
clude that any two frameworks with exactly n € N disjoint
extensions under some semantics are equivalent with respect
to that semantics. Any two such frameworks are equivalent,
as they should be, because there is a way to associate ar-
guments such that a one-to-one correspondence between the
extensions of these frameworks will result.

Thinking of arguments as propositional formulas (remem-
ber the discussion in Section 2), makes for a further argument
in favor of the possibly controversial point of view that we
adopt here. What single-status approaches provide us with
is basically a set of tautologies - arguments that cannot be
disputed. In a logical sense, any two collections of tautologies
are equivalent, and they should be; no questions arise at all
about how their semantic status is dependent on that of other
formulas, the point being precisely that no such dependencies
influence their status as indisputable. It seems clear, therefore,
that a collection of arguments that cannot be disputed should
be regarded as logically equivalent to any other such collec-
tion, in exactly the same way as a collection of tautologies of
some logical language is equivalent to any other such collec-
tion. What is interesting about tautologies is how to locate
them, and the general notion of equivalence is potentially use-
ful in this regard precisely because it does not care what they
look like. That way, it becomes possible to look for relations
that allows simplification of the framework under consider-
ation, potentially simplifying the search for tautologies. For
the finite case and semantics based on admissible sets, this is
only a relevant consideration for cyclic frameworks, however,
since the search for tautologies in a finite acyclic frameworks
is already completely trivial.

3.3 Third Observation: Structural
Conditions Needed

We have introduced a new semantic notion of equivalence be-
tween frameworks, and argued that it is the appropriate no-
tion that we want to work with when we consider two frame-

4 We mention that we can impose the same restriction starting
from semi-stable semantics, leading to the eager set [4]



works and ask about the relationship between them. Some
might object that it is too abstract, referring to how it con-
flates frameworks with respect to the grounded semantics and
in any unique status situation. But as we have tried to argue
above, we actually believe that such a conflation is in order
when we work at a high level of abstraction. For the case of the
grounded extension, in particular, it seems to us that there
is not much more to be said about it at the level of abstrac-
tion that we address. The grounded extension might be very
useful in applications, and it might be possible to focus on
more intermediate levels of abstraction where some, but not
all implementation-specific aspects are studied. But from the
point of view of pure abstract argumentation, as introduced
by Dung, we are bold enough to suggest that the grounded ex-
tension is perhaps properly understood already. What is not
understood, however, not even at a high level of abstraction,
is the notion of an admissible set; in particular, we do not
seem to have a clear understanding of when non-empty such
sets can be found, why they sometimes fail to exist, and how
we best should go about locating them. As discussed earlier,
this question hinges on the notion of consistency, in various
forms and guises. If the question is simply whether or not
a framework admits a stable set, the question becomes that
of deciding classical consistency, as discussed above in Sec-
tion 2. But when we make the move to consider admissible
sets, we are free to also reason about and locate consistent
sub-parts of a system that could, as a whole, be inconsistent.
However, since what - in terms of structural properties - leads
to inconsistency in argumentation frameworks is not properly
understood, it is also difficult to pin down where the problem
lies, with repercussion also for what exactly the non-stable se-
mantics contribute in such cases. A fundamental, overreaching
research goal - as we see it - should be to attempt giving an
account of this by combinatorial means.

We think it is obvious that in this regard, the notion pro-
vided by Definition 3.1 is appropriate and should be consid-
ered. Still, it only states what an equivalence is, not how to
find one. Unless we can establish some structural properties
on relations that ensure that they are equivalences, it would
be fairly useless, pointing only to an unattainable ideal that
would have to be replaced by more pragmatic notions in prac-
tice. In the following section, however, we present first results
on this, exploring the notion of bisimulation.

4 Bisimulation and Equivalence in
Argumentation

In this section, we first work with a standard notion of bisim-
ulation, and show that if equivalence with respect to admissi-
ble semantics is witnessed by a bisimulation, we can conclude
equivalence also for some (but not all) semantics based on
admissible sets. Then we add a further requirement to bisim-
ulations - introducing finitely collapsing bisimulations - and
we show that they are equivalences with respect to all the
semantics we consider in this paper.

Definition 4.1 Given argumentation frameworks F and Fa,
a relation B C A X Az is said to be a bisimulation if we have:
forth: For every x € A, y € R™(x), for all z2 € B(x) there
is y2 € Ry (v2) N B(y)

back: For every xo € Az,y2 € R (2), for all x € B~ (x2)

(1) Forall AC A, B(D(A))

(2) For all Ay C Az, B~ (D(A2))

o8

there is y € R™(z) N B~ (y2)

Notice that the definition asks for mutual simulation of
incoming attacks. For S € {a,c,p, s, ss}, it is not hard to
see that bisimulations are neither necessary nor sufficient for
equivalence. The problem is that a bisimulation ensures only
that attacks between arguments are preserved and reflected,
but does not ensure that attacks are absent when they need
to be in order to ensure conflict-freeness. It is easy to see,
for instance, that an even cycle is bisimilar to a single self-
attacking argument, and these two frameworks are only equiv-
alent under the grounded semantics. We have the following
easy fact, however, stating that bisimulation behaves nicely
when it comes to defense.

Fact 4.2 Assume we have frameworks F,Fy and some bisim-
ulation B C A x Az. Then we have

D(B(A)) - B preserves defended

arguments

D(B™(A2)) - B reflects

defended arguments

PRrROOF. (1) We consider arbitrary A C A and prove the
claim by showing both inclusions.

(Q) Consider arbitrary y € D(A), y2 € B(y) and z2 € R (y2).
Then by 8 being a bisimulation (back), it follows that there
is some z € 7 (z2) such that z € R~ (y). Since y € D(A) it
follows that there is z € A such that £ € R7(z). Then by
B being a bisimulation (forth) it follows that there is some
zo € B(x) such that zz € Ry (22), meaning z2 € Ry (8(A)).
We conclude y2 € D(B(A)) as desired.

(D) Consider arbitrary y2 € D(B(A)), y € B (y2) and
z € R™(y). Then by 3 being a bisimulation (forth), it follows
that there is some z2 € ((z) such that zz € R™(y2). Since
y2 € D(B(A)), it follows that there is some z2 € B(A) such
that o € R™(22). From f being a bisimulation (back), it
follows that there is some x € S~ (z2) such that x € R™(z).
It follows that y € D(A), meaning that y» € B(D(A)) as
desired.

(2) The argument is symmetric to that used to show (1). O

We note that a trivial corollary of this is that bisimulations
are equivalences with respect to the grounded semantics. The
next result concerns the relationship between various seman-
tics. We ask, in particular, if equivalences that are also bisim-
ulations will automatically preserve and reflect extensions for
more than one type of semantics from Definition 2.1 at once.
We show, in particular, that if an equivalence with respect
to admissible sets is also a bisimulation, then it is also an
equivalence with respect to preferred, stable and semi-stable
semantics, yet not with respect to the complete semantics.

Theorem 4.3 Given frameworks F and Fz, if 8 C A x As
is a bisimulation, then if 8 preserves and reflects admissible
sets, it also preserves and reflects preferred, semi-stable and
stable sets.

PROOF. For all semantics, we only show preservation. Reflec-
tion can be shown symmetrically.



Stable: Assume that S C A is stable. We know 3(S5) is
conflict-free and must show Az \ 3(S) = R$ (8(S)). Consider
arbitrary z2 € Az \ B(S). Then 57 (z2) € A\ S, so there is
y € S such that y € R™ (87 (z2)). By 3 being a bisimulation
("forth”), we have 2 € R (8(S)) as desired.

Preferred: Assume that S C A is preferred. Then 5(S5)
is admissible. Assume towards contradiction that there is
Az D B(S) which is admissible in Fz. Then 7 (A2) is ad-
missible in F and since S(87 (Az2)) 2 A2 D B(S), we have
B~ (A2) D S, contradiction.

Semi-stable: Assume that S C A is semi-stable, i.e. that S
is admissible, and that there is no admissible A C A such
that SURT(S) € AURT(A). Assume towards contradiction
that B(S) is not semi-stable. Then there is S2 C A3 such that
a) S URJ(S2) D B(S)URS(B(S)). By B being a bisimu-
lation (”forth”), we have b) B(R™(S)) C R3 (B(S)) and also
("back”) that ¢) B~ (R (S2)) € RT(B87(S2)). We will show
that 87 (S2URF (S2)) = B~ (S2) UB™ (RS (S2)) D SURT(S),
which is a contradiction since it allows us to conclude, by ap-
plying c), that 87 (S2) URT(87(S2)) D SURT(S). We show
inclusion first.

&

BT (S2URS(S2)) 2 B (B(S) URS(B(S)))

BT (B(S)) U B (R3 (B(S)))

! |u>

b)
~~ _ N
2 B(B(9)UBT(B(RT(5)))
D SURT(S)
To show that the inclusion is strict, consider

za € (S2 U RI(S2)) \ (B(S) U RF(B(S)). For arbitrary
x € B (x2), observe first that since z2 ¢ B(S5), we have
x ¢ S. We also have 2o ¢ RJ(8(S)) and from b) it follows
that x2 & B(RT(S)). Then we conclude that = ¢ RT(S). O

Interestingly, a bisimulation that preserves and reflects ad-
missible sets might not preserve complete sets, as shown by
the frameworks F and F3 in Figure 2. Here, we have the bisim-
ulation 8 = {(a,a), (e,a), (b,b), (d,b), (f,b),(c,c)} which is
also an equivalence with respect to the admissible semantics.
We notice, however, that {a} is a complete set in F while
B(a) = {a} is not complete in F2 since d is defended by {a}.

F: Fy:
d—>ehf a’ Sb——sc
~_ = ~_ 7
Tk—\ i
a b——=c

~—_ F

Frameworks F, F2 such that we have F =S Fy for
S € {g,a,p,s,ss} but F £ Fa

Figure 2.

As mentioned, the intuitive reason why bisimulations do
not preserve extensions is that they do not preserve conflict-
freeness. Still, they fail to do so only in specific circumstances.
To see how this works, assume that you have two arguments
a,b in some framework F such that a and b are not in any
conflict, and that you then relate them by a bisimulation 5 to
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some az, by in F2 with b € R~ (a2). It then follows by 3 being
a bisimulation (back), that there must be some ¢ € 87 (b2)
such that ¢ € R7(a). So an attacker of a, the argument c,
was merged with a non-attacker of a, the argument b. So this
type of collapse has to occur when bisimulations fail to be
equivalences. It makes sense, then, to see what happens if we
attempt to limit it by introducing a further requirement. In
particular, we will investigate what happens when we do not
allow the collapse of any two disjoint infinite backwards walks.

Definition 4.4 Given two frameworks F and F2, a bisimu-
lation  C A x Az is finitely collapsing if the following holds:
global  forth: For every backwards infinite walk
A T1x2%3 ... in Fao, there exists some © € N such
that |87 (z:)] =1

global back: For every backwards infinite walk A = r1x2x3 . . .
in F, there exists some i € N such that |B(z;)| =1

For short we will call bisimulations that are finitely collaps-
ing fc-bisimulations. As an example, consider the frameworks
in Figure 3. They are fc-bisimilar witnessed by  C A x As
where 8(a) = az, B(b) = B(d) = bs, B(c) = ca.
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Figure 3. Two fc-bisimilar argumentation frameworks

The main result in this paper now follows. It shows that fc-
bisimulations are equivalences with respect to all semantics
in Definition 2.1. We remark that it is sufficient to show that
fc-bisimulations preserve and reflect admissible and complete
sets, from which it follows by Theorem 4.3 that they also
preserve and reflect preferred, stable and semi-stable sets.

Theorem 4.5 Given frameworks F and Fa, if there is an
fe-bisimulation 3 C A x As, then F =5 Fa for all S €
{57 a7p7 557 c}

PROOF. Admissible sets: Let 8 C A X Az be an arbitrary fc-
bisimulation. We show that  preserves admissible sets. Then,
by symmetry, 8 also reflects them, since the inverse of 3,
B~ C Az x A is clearly also an fc-bisimulation. Let £ C A be
an admissible set in F and consider B> = B(E). If z2 € R (y2)
for y2 € E», then there is y € E such that y2 € S8(y), and by
B being a bisimulation ("back”), there is some x € R~ (y)
such that z2 € f(x). Since E defends itself, it follows that
there is z € R™(x) N E. Then, by § being a bisimulation
(”forth”), it follows that there is some z2 € R5 (x2) such that
22 € B(z), meaning z2 € Fs>. This shows that E; C D(E-2). To
show that Fs is conflict free, assume towards contradiction
that there is x2,b" € E» with 2 € R5 (b'). Then, by defini-
tion of Es, there is x,b € E with z2 € B(z) and b’ € B(b).
Also, we know that z ¢ R™(b) since E is conflict-free. But



by B being a bisimulation (”back”), there must be z € R~ (b)
such that x € B(z). Since E is conflict-free, we know that
z € R (E) C A\ E Now we have z2 € E> N f(x) N B(z) such
that z attacks E, and this is the first step towards showing
that there exists an infinite backwards walk A\ = y1y2ys ...
in Az such that for all ¢ > 1, we have |87 (y;)| > 2. This
will contradict the assumption that (8 is an fc-bisimulation
("global forth”). We take y1 = z2 and let w1 = z, v1 = 2.
Then for all i > 2, we define y;,w;,v; inductively, assum-
ing that y;—1,w;—1,v;—1 have been defined such that w;_1 €
E,vic1 € R7(E) C A\ E and y;—1 € B(wi—1) N B(vi—1). The
construction is visualized in Figure 4. Since E defends itself

GEVEVEEND
X X\ X

GEATATATIRD

v ] v 3
( 4’)’34’}’24’Y|4’b >

Figure 4. Illustrating the construction of A = y1y2y3 ...

against all attacks, we can find w; € E N R™ (v;—1). Since
we have y;—1 € B(vi—1) it follows by B being a bisimulation
(”forth”) that we can find y; € B(w;) "R~ (yi—1). But we also
have y;—1 € B(w;—1), so by 8 being a bisimulation ("back”),
we find v; € 87 (ys) N R™ (wsi—1). Since w;—1 € E and F is
conflict-free, it follows that v; € R™(E) C A\ E. So y;, ws, v;
can be found for all ¢ € N, proving existence of A that contra-
dicts ”global forth”.

Complete sets: We know that 3 preserves and reflects ad-
missible sets, and now we assume that S C A is complete.
Consider arbitrary 22 € Az \ (3(S) UR3 (8(S))). By B being
a bisimulation (”forth”), we get 8~ (z2) N R1(S) = 0, which
implies 87 (z2) € A\ (SUR™(S)). Then, since S is complete,
there is y € A\ (S URT(Y)) such that y € R~ (8™ (x2)).
Then, since B is a bisimulation (”forth”), it follows that
there is y2 € B(y) N Ry (x2). Since z2 ¢ R (B(S)) it fol-
lows that y2 ¢ B(S). Assume towards contradiction that
Y2 € RY (22) for some 2o € 3(S). Then thereis z € SNB™(22)
and also, since 8 is a bisimulation (”back”), there is 2’ €
R (y) N B (22). Since y & RYT(S), 2/ ¢ S. Since S is a
bisimulation (”forth”) and z2 € B(S) and B(S) is conflict-
free, 2/ & RT(S). Tt follows that z’ € A\ (SUR'(S)). To
contradict global forth, we prove existence of a backwards in-
finite walk A\ = z1x2x3... in Fo such that for all ¢ > 1 we
have |87 (x;)] > 2. We take 1 = 22, v1 = 2’,w1 = z and
for all ¢ > 2, we assume that we have x;_1,vi—1,w;—1 with
Ti—1 € ﬂ(S) UR;(ﬂ(S)) and w;_1 € (SUR+(S)) ﬂ57($i71)7
vi—1 € (A\ (SURT(S))) N B~ (zi—1). There are two cases.
I) z;—1 € B(S). Then since B(S) is admissible and w;—1 €
B~ (xi—1), we have w;—1 & RT(S) by B being a bisimula-
tion (”forth”). Since S is complete, we find v; € R™ (vi—1) N
(A\ (SURT(S))). Since B is a bisimulation (”forth”), we
find z; € R (xi—1) N B(vs), and since S(.5) is admissible, z; €
R3(B(S)). Then, going back, we find w; € 87 (x;)NR ™ (wi—1),
and since w;_1 € S and S is admissible, w; € RT (S).

H) Ti—1 € R;(ﬁ(S)) Since w;_1 € ﬂ7($i71) n (SUR+(S))

and ((S) is admissible, we have w;—; € R (S). We choose
w; € SN R (wi—1). By B being a bisimulation (”forth”),
we find z; € B(wi) N RS (zi—1) and ("back”) v; € 7 (xs) N
R~ (vi—1). Since vi—1 € RT(S), vi € S. Also, by /8 being a
bisimulation (”forth”) and z; € S(v;) N B(S) and B(S) being
conflict-free, we have v; € R (S).
Having established the claim for S € {a, ¢}, the claim follows
by Theorem 4.3 for all S € {a,c,p,ss, s}

g

5 Conclusion

We have addressed the notion of equivalence in abstract argu-
mentation, arguing for a general notion that allows us to con-
sider arbitrary relations between frameworks. We suggested
that searching for maps between frameworks that preserve
and reflect extensions is worthwhile, and we established a
first result on this, introducing finitely collapsing bisimula-
tions and proving that they are equivalences with respect to
all the semantics we consider. On a more general note, we
suggested that investigating equivalence should be conceived
of as part of a direction of research where one attempts to
provide graph-theoretical characterizations of various logical
properties of argumentation frameworks. We suggested that
the notion of consistency, in particular, is interesting to look
at from a combinatorial point of view. For future work, we
hope to be able to identify further structural requirements
that ensure relations to be equivalences, and we hope to arrive
at a more complete understanding of what structures needs
to be present in frameworks in order for different semantics
for argumentation to actually disagree.
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