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Abstract— Since first researches in the field of robotics archi- framework, in which to integrate and evaluate one’s own work
tectures, many advances have been achieved. Nowadays safites

offer modular functionalities, which interests will be reminded But interests are not limited to these ones. Indeed. the
in section |, and actually satisfy most of the needs, as shown ) ’

section Il. However, none of the mentioned approaches manad vehicle (morg generally the platfprm) in which the modglar
to spread widely or succeeded in gathering works developed framework will be embedded will allow a fast integration
by the very numerous robotics actors, not even those that can of different modules or their easy replacement. This is par-
already be considered mature. We argue here that the port of ticularly interesting for all users. Laboratories take &fin
these works from an architecture to another is a major difficuty  from the flexibility of such structures, manufacturers can
and that only an effort towards standardisation can help to . . . o L
overcome this drawback. egsﬂy provide updates or new functionalities to their ritie
Finally, end-users, such as the Department of Defence, can
both take advantage of such open-targets to support their
|. REASONS FOR DEFENDING MODULAR OPEN DESIGNS  research programmes and, depending of the mission needs, to
We here define the architecture as the structurget reconfigurable operational systems. Recently, thechren
organisation of components (or “framework”), embedded on@round Army confirmed that the MiniRoC concepts of ground
system, that enables their simultaneous and correct @macutrobots, see [10], presenting such modular characteristias
by offering the basic services needed for all of them. In thif great interest as they would allow soldiers to only takehwi
paper, we will more specifically consider software aspectfiem the absolutely necessary modules related to theialactu
Modularity will be defined as the ability, for this softwaretask.
to receive new components that were not included in theBy extension, if on the one hand open architectures compel
original release, thus enabling posteriorj to extend its to conform to given software interfaces, on the other haeyg th
functionalities. It will be moreover “open” if interfaceorf make no assumptions as regarding to the underlying hardware
writing these modules are public, so that a person differeitich frameworks are, ideally, completely independent from
from the developper that originally implemented the codalatforms, processors or electronics. Said another wagy th
can produce some. For instance, Linux is such a system,oiffier the possibility to evolve as technologies progress : i
which hardware drivers can easily be added by third partigemains up-to-date. For end-users essentially, it is aagee
And so is Windows: these two characteristics are effegtivedf durability and, consequently, it requires to train mainérs
not contradictory with commercial or property policies andnly for one type of software. This durability is however
do not mean that the original sources must be unveiled. achievable only by ensuring backward compatibility, sot tha
modules running on older versions of the software can be
Recent articles on architectures often insist on their moexecuted in latest releases.
ularity. This must not only be considered a “commercial”
announce but, indeed, softwares that satisfy this propertyFor the sake of exhaustivity, the same arguments that
offer many interests. First of all, as they are able to rexeitalk in favour of modular architectures on a single robot
all sorts of modules, provided that the latter respect tladso are valid when tackling the multi-robots context, as
defined interfaces, they can potentially attract many rieboit will help to gather an un-predefined number of agents
actors and their adoption is eased. The direct corollary within a collaborating team. This property is then known as
wide-spread architectures is to provide this users comipungxtensibility or scalability.
with a common framework, enhancing the possibilities of
sharing and exchanging competencies. As a matter of factThus, from the above discussion, the main requirements for
it also enables to validate concurrent approaches in the sadn architecture to be modular can be summarised as:
conditions/environment for more relevant comparisonltesu « permit normalized data exchange through the definition
Besides, modularity permits to focus one’s development of public interfaces and common communication mech-
only on particular aspects, while working algorithms can be anisms;
re-used. Hence, there is no need anymore, when conducting enable extensibility by making no assumptions on under-
a specific research, to redevelop an entire system to test it, lying platform or candidate peripheral hardware;
but one can take benefit of an already existing completes be flexible by making no assumptions on missions that
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will be given to the robot, since new ones will irremediexample of the first category. Each block, called “behaviour
ably be imagined during system’s life. in the sense of Brooks’, issues votes in favour of a specific
possible action that are then collected by an arbiter (fi@yre
As will be discussed in section Il, many architectureghe final effective command is, schematically, a weighted su

developed for about twenty years satisfy these characterit ©f these votes.

Besides, whereas the framework nature - reactive, detibera

or hybrid - is often a central concern, we will note here tha MODE, elghts | DAMH commands VEHICLE
modularity is independent from this issue, and that it can b| MANAGER ARBITER CONTROLLER.

ensured in all cases.
AVOID
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Fig. 2. The DAMN architecture as described in [18].
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Il. PREVIOUS WORK

A. Evolution in architectures conception

In the second half of the 80s’, Brooks introduced ar
architecture that can maybe be considered the first modul..
one, [7]. Contrary to common software structures at thagtim
which often used sequencial treatments to achieve an action
an organisation based on layers is proposed. Each layer can
operate in parallel and corresponds to a particular task #ch A
complished, see figure 1. Nowadays designs have inherited

nother famous approach is the one developed at

tﬁ,eorgiaTech by Arkin, [5]. The principles are close to those

point of view as modules often implement specific behaviou f [.)AMN: behaviours, here called “motor schemas”, .prowde
eir commands to a process that sums and normalizes them

However, in Brooks’ system, layers interactions are based 0 o . ) ;
the subsumption principle (upper layers can block and oeplausmg the potential fields method. A sligth difference is how
outputs of lower ones) and not on a real standardized d ver introduced since a homeostatic control system is added
exchange. This may bring to a complex links organisation.t is can be thought as a bus that collects state variables fro
Enhanced exchange schemes are present in most f0||68/t-)0t internal sensors and broadcast them to all of the motor
ing works. Modules become real “independent computationsa hemas._ResuItlng monitoring mforma_mon are uset_j .bOth to
units”, executing concurrently and that can use given cor'rﬁ‘-l.uence internal parameters of k_)ehawou_rs and theirivelat
munication services, imposed by the architecture, to exgpba weights. The structure is synthesized on figure 3.
information. Compared to the subsumption architecture, th R 7
level of competence (i.e., the priority of the module) is no ™ msors —~ MOTORSCHEMAS SCHENLS ot
fixed a priori since all the blocks are considered equal. Thi
choice for the appropriate output can be made, depending
the implementation, by a global referee or another modul
written by the system designer. DAMN, [18], is a remarkable

5 ©
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Fig. 3. AuRA principle. This figure both shows the fusion pss between
two motor schemas and the homeostatic control system tigalates the
performance of the overall architecture.

However, theoretically, modularity does not only apply to
Y botuators behaviours (i.e., reactive modules) but also to delibezath-
pabilities of robots. If the complete AuRA framework alrgad
Fig. 1. Whereas traditional approaches presented a ségjuerganisation integrates a planning component (as well as a layer redplensi
(above schema), Brooks proposed a structure where layfees, arrespond- ¢ \ysar-rohot interaction that can convey human decigjons
ing to a given level of competence, can execute in paralldliafluence the . . . )
global robot behaviour by subsuming outputs of lower onégurEs are taken the reasoning capacities are fixed once for all. But thergtexi

from [7]. practical cases for which these capacities are more flexible

Sensors
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An army is a typical example of an efficient organisation imteresting for programmers but also inspired the conoepti
which deliberative agents are not gathered in a centralizefirecent architectures. The most appealing one is probably
structure, as each soldier is not only able to act but al€ ARAty in which the whole functional layer is thought
to learn, acquire experience, and use complex reasoningsasoa hierarchy of objects. A simple example is shown on
succeed in his elementary task. And a robot architectuia is figure 5, whereas very detailed explanations, includingrapd
some way, comparable: in both cases, an upper objective (tomsiderations, can be found in [19]. One interest of OO-
goal of the robot or of the army) can be achieved by gettir@pnception is to provide all the mechanisms to build proper
elementary agents (modules or men) to work in a coordinatextensible interfaces, without imposing any limitations o
fashion (i.e., respecting rules imposed by the architectur the way objects are internally implemented. COSARC is a
the hierarchy). Such comparisons naturally lead to proposery recent example of this trend: it uses an extension of
new robot frameworks, in which deliberative capacities] arOO-methods (the component-based approach) to define four
not only reactive behaviours, are also designed in a modutgpes of components which internal structure is describigid w
manner. Petri Nets, please refer to [4] for details. This is a relévan
Albus’ researches on 4-D/R&®Bave been conducted basedlustration of the ability of object-based languages tthbease
partly, on these reflexions and lead to a node-oriented -arcthie development of open frameworks, satisfying modularity
tecture. Each elementary component, called a node, inésgraequirements, and take benefit from any other recognized
sensory processings and reactive parts, like “classicallun approach for the modelisation of components behavioug her
les, but can also simultaneously gather modeling, learanty Petri Nets.
reasoning capabilities, as shown figure 4. Each node is then
arranged within a global hierarchy modeled on the military

structure. A natural way of implementing this architectigreo .,\\f”""f
grant more deliberative responsibilities to nodes thapaeed - /
high in the hierarchy, whereas lower nodes are rather diedica <

A . . R \_\ _— S C""”'dinated
to information processing. Furthermore, by constructibig e

framework is multirobot-ready: from a macroscopic point of
view, a robot can itself be considered a node and teams
of robots can hence be constituted the same way nodes are
structured inside each robot. More detailed explanati@ms c
be found in [2].
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PRELICTED, o NOWLEDGE STATE Fig. 5. This example illustrates the object-oriented desifjthe functional
@ COMMANDED layer of CLARAty. Note that, like all moderns frameworksaiso provides a
CBSERVED ACTICHS (SUBGOALS) decision layer, not shown here. But although most otheritethres split the
v executive and planning levels, these functionalities ane lyathered within
the same layer, for consistency reasons. See [20] for a ©figgu on this
point.

Fig. 4. A typical 4-D/RCS node.

As noted above, the same requirements of modularity and

The emergence of modern programming methods, i@xtensibility are needed in the multi-robots context. Héne
object-oriented (O0) approaches, hugely contributed & ednain constraint is to enable the adjonction and the remdval o
the implementation of the above concepts. Inheritance af@ents within the team. If some architectures, like 4-D/RCS
related mechanisms (polymorphism, methods over-writintjherently have the capacity to manage several robots, they
are directly useful to derive efficient modules and permg@hould also tackle the “fault-tolerancy” problem. That és t
to easily extend robots capacities, whereas the encajmsulasay, the lost of a robot or of the communication channel,
of properties and methods enables objects to share only €h#ing the mission, must not induce the failure of the whole

useful interfaces. But these approaches did not only revé@&®m. Most of the time, specific coordination schemes are

thus added to the upper layers of the architectures and kun al

14-D/RCS is the architecture that is embedded on the DemaxpeEmen- the processes needed to manage a team (especially sqalabili
tal Unmanned Vehicle (XUV), a project supported by the AreeniDoD. This . L . .

probably explains the origin of the parallel between rotatshitecture and mechanisms, communication strategies and task alloc)at'on

military organisation. Among all approaches proposed, let us quote ALLIANCE and
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TABLE |
TECHNOLOGY READINESSLEVELS

Low maturity

1

I’

Basic principles of technology observed
reported

studies to validate analytical predictions

Medium maturity

prototype demo in relevant environment

High maturity

successful mission operations

that “the tests are designed to determine whether the Demo
Il XUVs have achieved technology readiness level six”.

In France, the same encouraging conclusions can be drawn.
All along SYRANC’ project, industrials have shown their
ability to deploy a modular architecture (although profanig)
on a prototype tank and their capacity to incrementally add

2 | Technology concept and/or new functionalities when they become available. Demonstra
application formulated tions with this vehicle took place in the military camp of
3 | Analytical and laboratory

Mourmelon, in a quasi-operational context, as related 6j.[1
Because only teleoperated functions have been used, not all
possibilities of the architecture have been extensivedjet

4 | Component and/or basic sub-system and these demonstrations “only” correspond to the TRL-5.
technology valid in lab environment However, a vehicle such as Syrano is TRL-6-ready as, in

5 | Component and/or basic sub-system theory, advanced autonomous modules can be added the same
technology valid in relevant environment way. Moreover results achieved by some laboratories camfor

6 | System/sub-system technology model or

this point of view. For instance, experiments conducted by
LAAS-CNRS in autonomous navigation demonstrated the
ability of a robot to automatically explore an unknown area.

7 | System technology prototype demo in ar During these tests, all functionalities were used: plagnin
operational environment supervision, autonomous modules management as well as

8 | System technology qualified human-robot interfaces (at least to send mission repods an
through test & demons"‘?'on receive high level orders from the operator). The multietob

9 | System technology ‘qualified’ through

scheme is itself under ‘validation’ as, in some current@ets,
additional aerial information is provided by a Blimp UAV to
assist the robot in its navigation task.

Since 2004, this laboratory has also been running a robot

M+. The first one mainly focuses on determining an efficiemquipped with the same architecture, [1], in Cité de I'Espa
fault-tolerant scheme: details can be found in [17]. Th&oulouse. This robot serves as a guide for visitors, intargc
second one, [6], offers an alternative based on negocstiorth them to retrieve their questions, then conducting thiem
between the robots. It has been successfully integratelgein the desired point. Since people are obviously neither fobot
LAAS-CNRS framework, [1], that hence provides a completgians nor technicians, the environment of the robot can be
open architecture gathering all functionalities, fromateee considered operational. This experiment can maybe nanclai
behaviours to decisional capacities, for a lonely robot orthe TRL-7 title, which would require huge reliability, but
team of agents.

definitely proves that this level is now achievable.
Of course, qualitatively judging the architecture, on an

Besides, all above quoted works do not remain pure thexperiment that takes into account the whole system, i quit
orical concepts. Many of them have been ported on sordifficult and its exact contribution to the overall perfonnaa is
vehicles and proved to be relevant potential candidates fuard to deduce. But at least, this means that services edgect
real applications.

B. Introducing Technology Readiness Levels

from the software are functional and that internal commamic
tions between framework components work. When, moreover,
the architecture has been ported on heterogeneous systems

Technology Readiness Levels (TRLs) were initially createthe SYRANO one was previously integrated on a robot jeep,

by NASA in 1995 and were officialy adopted by the Americanalled DARDS, and is reused for a future demining system),
Ministry of Defence (MoD) in 2001. This referential aimsit can be argued that modularity and portability have been
at assessing the maturity of technologies so as to redwedidated. In conclusion, based on the observation of above
the risks related to acquisition programmes. It consists gfioted experiments, giving TRL-6 as the current achieved
nine levels, of increasing maturity, that apply to indivadlu maturity level seems relevant.
technologies (not to entire systems). The TRLs grid, copiedSome complementary methods also exist to assess the
from [8], is given in table I. maturity of a whole system, System Readiness Levels. A brief
review of SRLs ([9] and table II) confirms that these vehicles

Nowadays results and experimentations show that levélave reached levels 6-7, meaning that demonstrations have
5/6 can currently be reached. 4-D/RCS framework has thibieen conducted successfully in representative environmen
been ported to the American XUV (Experimental Unmanned
Vehicle) and its ability to host functionnal modules coulel b 2SYRANO | . T

is a teleoperated prototype vehicle, with simpleonomous

demongtrated. Besidesz Albus’_ report_ [3] comforts US_ in OWEhaviours, for reconnaissance and detection of poteadiaérse targets. It
evaluation of the maturity of this architecture when a&sgrt aims at evolving in open areas.
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TABLE Il
SYSTEM READINESSLEVELS

User requirements
defined

System requirements
defined

Architectural design
refined

Detailed design
is nominally complete

Sub-systems verification
in laboratory environment

Sub-system verification
in representative integration environment

System prototype demonstration
in a representative integration environment

Pre-production system completed and demonstrated

in a representative operational environment

System proven through successful

« provide interoperable unmanned systems.

The resulting Joint Architecture for Unmanned Systems
(JAUS), available for use by defence, academic and commer-
cial sectors, is an upper level design for the interfacehimwit
the domain of unmanned vehicles. It aims at being indepanden
from technology, computer hardware, operator use and ehic
platforms, and isolated from mission. It is a component Base
message-passing framework that specifies data formats and
methods of communication between computing entities of
unmanned systems.

Its final goal is to reduce development and integration
times, ownership cost, and to enable an expanded range of
vendors by providing a framework for technology insertion.

2) JAUS specificationdo date, two documents describe the
JAUS architecture: the Reference Architecture speciticati
(RA), [13], and the Domain Model (DM), [12].

a) Domain model:the analysis conducted in the DM
on the five above targets, along with the study of military

contracts constraints, urged to define five main requiresnent
on messages within the architecture. Indeed they need to be
independent from: 1. vehicle platform, 2. mission, 3. cotepu
resource, 4. technology and 5. operator use. This docursent i
Nevertheless, the previous section raises a major concefRo a tool with which customers/users can define both near
as it shows that numerous architectures have been devedg far term operational requirements, for unmanned system
concurrently if each one, separatly, does satisfy the modularityased on mission needs; and by defining far-term capabilitie
requirements, components developed for one of them cangf§ JAUS Domain Model can actually be considered a “road
be ported to another. A higher level of specification is stithap” for developers to focus research and design efforts to
missing that would ensure interoperability, a property edlr support these future requirements.
importance, especially in a military context. Consequentl |n a word, the domain model is a common language which
as upcoming programmes can not systematically rely oncgntains three distinct elements : functional capabditieC),
standard, they only correspond to SRL-2. It is thus quitaformational capabilities (IC), and device groups (DGheT
urgent to emphasize the research effort on this point, as Witst ones, all documented in DM so that to ease dialog
be discussed in section Ill. We will first focus on a r6|evarﬂetween users and deve|oper5, are a set of Capab”ities with
American example, JAUS, then present some French reseasghilar functional purposes. Eleven categories are ifiedti
programmes that tackle the issue. that permit to describe the abilities of an unmanned system:
command, manceuvre, navigation, communication, payload,
safety, security, resource management, maintenancejngai
and automatic configuration. In parallel with the functibade:
scription, Informational Capabilities provide a represgion

representative mission profile

I1l. TOWARDS STANDARDISATION
A. American proposals

1) History: In the last 20 years, a large number of un-
manned systems have been developed by US companies
response to the American DoD, but most of them are tasl
specific and non-interoperable. Therefore, in 1994, JAUGS
an effort to avoid the pitfalls of “eaches” in an expandinc
domain, was initiated. It was still limited to ground system
(the “G” actually stands for “ground”). : |, A

In 1998, OUSD (Office of the Under Secretary of Defence
chartered a working group, consisting of members from th
government, industry and academia, to develop an architect

Security / \
for unmanned systems. It set itsélfe targets
« support all classes of unmanned systems ;
« advocate rapid technology insertion ; ﬁ

« provide interoperable Operating Control Units (OCUS) ;
« provide interchangeable/interoperable payloads ; Fig. 6. JAUS domain model representation.

Command

¢ | Communication RSTA

Navigation

Payloads T
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of what unmanned systems (should) know. They are groupini
of similar types of information. Five categories are degicin
DM: vehicle status, world model, library, logistics, tirdete.

Finally, device groups are a classification of sensors and/
effectors that are used for similar functions. Functiorad a
informational capabilities may interface with device gosu Subsystem || Subsystem | | Subsystem

but the JAUS domain model does not define these interface

Figure 6 summarises the DM representation. |
b) Reference architecture specificatioim the develop- ﬁ ﬁ ﬁ ﬁ
ment cycle, the specification of capabilities describedhia t

DM will always precede those that appear in the RA, whos '
main purpose is to detail all functions and messages th
shall be employed to design new components. All currentl

defined messages as well as rules that govern messaging are
also depicted in this second document. It is worth noting Fig. 7. The reference architecture from JAUS.
that messaging is the sole accepted method to communicate
between components.

The RA specification comprises three parts. First of therthe JAUS working group. A compliance plan, [11], transport
the architecture framework provides a description of thecst plan and user’s handbook are under development.
ture of JAUS-based systems. Actually, unmanned systems are
seen as a hierarchical topology, shown on figure 7. A system3) Conclusion on JAUSJAUS is not an architecture, as
is a logical grouping of one or more subsystems, which adefined at the beginning of this article. It is rather a prsces
independent and distinct units. A node, in such a topolagg, i to easecommunication between users and developars to
‘black-box’ containing all the hardware and software neeeg standardise exchanges of datéthin software embedded in an
to provide a complete service, for example a mobility cautonomous system. However, nowadays, JAUS is mandated
a payload controller. A component is the lowest level dbr use by all of the programmes in the Joint Robotics Program
decomposition in the JAUS hierarchy: it is an executablk taéJRP), [15], and numerous American manufacturers begin
or process. All the components, which may be found withito follow the requirements. For example, the EDBlan-
an unmanned system, are listed in this first part of the RAransportable Robotic System (MTRS), PackBot, produced by
The above defined topology is very flexible since the onNRobot, is JAUS-compliant. Moreover, JAUS is now recog-
requirement is that a subsystem be composed of componezed as a technical committee within the SAE, Aerospace
software, distributed across one or more nodes. Interbpitya Council’s Aviation Systems Division (ASD), which name is
between intelligent systems is achieved by defining funetio AS-4 Unmanned Systems.
components with supported messages. Therefore, the only
constraint to be JAUS-compliant is that all messages theg p#- French government effort

between components, over networks or via airwaves, shall bEFor several years now, French DoD has been preparing a
JAUS-compatible messages. No other rules are imposedni@mber of studies to get standards to emerge, so that future
system engineers. Besides, messages coming from or/and ge¢hitectures embedded in military demonstrators be réady
to non-JAUS components can have their own protocol.  interoperability needs. In the ground robotics field, twgjana
The definition and the format of those messages are th&earch programmes have been, or are about to be, launched.
ObjeCtS of the second and the third parts of the RA. In theAt the end of year 2005, the “Démonstrateur BOA” pro-
second one, message definition, different classes of messagamme was notified to an industrial group (TGS: Thales,
(command, query, inform, event setup, event notification) aGIAT Industries, SAGEM). Roughly, BOA is the equivalent of
message composition (classically, a header and a data)fielle American Network Centric Warfare. It aims at proposing
are defined. Messaging protocol is also depicted with th@w organisations for ground forces (including aerial desi
routing strategy, the way to send large data messages, the Wgerating to their profit) with a high degree of interopeliapi
to establish a connection between two components, as Wgdhween the different units, through advanced commumwicati
as some various messaging rules. The third and final partréans. UGVs and mini-UAVS will naturally be part of this
the RA, Message Set, presents the details of command ceg@cture since they represent a privileged way to retrieve
usage for each message (the command code is an informafifBrmation, even during high-intensity actions, withexpos-
included in the message header). ing soldiers, enabling new combat strategies such as tidire
c) Other documentsadditional documents support thefiring, see figure 8. Missions which they should respond to are

JAUS standards: a Document Control Plan (DCP) and thganifold and heterogeneous, from urban fighting, to loggsti
Standard Operating Procedures (SOP), [14]. The first opereconnaissance. Hence, the challenge:

defines the process to update the JAUS DM and RA whereas
the second one establishes the charter and organisation féexplosive ordnance disposal
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for both is: “definition of an open, standardised, modulad an
evolutionary architecture for a generic and interoperalfe
system”.

The problematic of an UAV system is large and very com-
plex because of the multiple interfaces including tmoard
(aircrafts, payloads, airworthiness, air traffic manageime),
ground (command, control and exploitation station, recovery,
launch. ..) andystem(communications, certification, subsys-
tem interfaces, real time synchronization, critical seiftev . .)
constraints. The studies cover, from the time being, theethr
different UAVs system categories: tactical, MALE (Medium
Altitude Long Endurance) and HALE (High Altitude Long
Endurance). The main technical axes of the studies can be
summed up with the following:
define the best configurable and generic architecture;
improve the system’s performances regarding new hard
or software technologies;

) ) _ o _ « interchangeability of payloads within the “plug and play”
« integrating unmanned vehicles communications in an concept;

already very constraint electromagnetic environment; , gptain secure, certifiable and everlasting architecture.

« enabling information sharing between robots and with 4, “open, standardized, modular and evolutionary”

human ﬁniﬁ; f. | hat th architecture is the challenge for the future French UAV
» getting highly reconfigurable robots/UAVS so that they, qiemgs programmes. Thanks to this, the interoperabilify w

can quickly be adapted to the actual mission. exist throughout the UAV system’s total cycle life (15 to 20
The third point can only be achieved through the use ofyaars).

modular architecture. Moreover, since BOA is still a praspe

tive concept, all possible missions are probably not exhaus However, one can still argue that these efforts towards
tively identified; finally, some specific functions, dealnith  standardisation are limited either to ground or to aerial ve
autonomous capacities of ground vehicles, will be provideficles, and that one siill lacks a federative framework sTisi

by other programmes, the actors of which are not necessafiiinly the goal of the OISAU research programme. Initiated
involved in BOA. These two supplementary aspects imply thBy ground robotics experts of the DoD, this study for “open
the software framework be also open, to allow the desirgghd interoperable autonomous systems” actually introsinoe
extensibility. But the second above point is maybe the mag§sumptions concerning the type of the candidate platforms
critical. The diversity of information sources, and the men that can either be aerian, ground or even marine vehiclas. Fo
of actors that will access them, then encourages to adeé first time, it explicitely gathers within a lone coherent

standards for data exchanges. programme all the requirements presented above, asking tha
As a consequence, the DoD insisted on the architectyfe resulting architecture enable :

Fig. 8. Official illustration of the BOA concept, showing chdate systems, .
data exchanges between them and consequent achievablensiss .

part of the robots and vehemently required that modularity ,
be achieved at all levels (software as well as hardware), tha,
interfaces be open and can be communicated to third parties.
The interoperability constraints were tackled by expdilyit
asking for the adoption of a standard for data exchanges;

platform and hardware independency;
cost reduction thanks to standardisation (thus allowing
acquisition and maintenance savings);
easy integration and replacement of functional modules;
ability to incrementally proceed to these integration or

JAUS, if obviously not imposed, was quoted as an acceptable repjacement to allow systems evolution.
solution, so that to clearly illustrate DoD expectationisafly, Thig programme is probably of a primordial importance in

it is worth noting that information provided by unmmannedy, effort to get operational robots, that can be introduced i
vehicles are often of the same nature (localisation, detect ;. med forces.

or intelligence data) than those conveied by Battlefield
Management Systems, that will be of primordial importance
in BOA. Robots are then natural candidates to feed these IV. CONCLUSION
systems and analyzing data structures used for the latter calndeed, many reasons, technical, commercial or practical,
also be a relevant source of inspiration. lead to increase the modularity of robots architecturesngl
the past ten years, a number of solutions has been proposed

Although all previous examples are taken from grounand open extensible frameworks are actually available to
robotics fields, the open modular architecture is actuatly aobots developers and users. Some of these concepts have eve
important subject for the near future UAV systems. Cursentlbeen successfully ported on real systems, demonstratiig th
the French DoD is conducting two studies in parallel. The airelevance and maturity.
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However, the robotics community still lacks a real fedemati [2]

J.S. Albus 4-D/RCS: A Reference Model Architecture for DemoNIS-

of fact, following the American JAUS example, and since
interoperability is of crucial importance for the introdion

of robots within armed forces, the French DoD has decided
to support the development of new normative framework&]
Besides, this effort concerns all fields of robotics, frorawgrd

to aerial vehicles, and is at the heart of current researdpl
programmes. A major objective of these works is to increase
the technology and system readiness levels, i.e. to get mae
mature and reliable robots.

But, if modularity and standardisation are necessary con-
ditions for architectures to meet all the above discussed]
requirements, they are not sufficient. Until now, robots are
not completely autonomous systems and, even in the futur
a supervisory control will be at least kept. Neverthelegsah
still remains work to determine which role humans desenrde an®l
which level of autonomy will be granted to robots. And thcf>lo
conclusions of such a work will impact the needed exchanges,
data structures and interfaces that have to take place éetwe
the framework components. That is, the basic charactEristgll]
that enable modularity will deeply depend on the role of the2]

human in unmanned systems. (3]
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