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Abstract

In real-world applications where physical agents (such@sats) are used, agents often share information
in order to build a common point of view or a common plan. Thegents are generally constrained in

their communication capabilities and must make decisidttsowt consultation. Consequently, the agents’
plans may change without the other agents being aware. Inlé-agent system composed of physical
agents, these constraints have a strong influence on thenizag#on and the coordination mechanisms.
This paper deals with a satellite constellation, for which propose a collaboration method based on an
incremental coalition formation in order to optimize ingliual plans so as to satisfy collective objectives.
This involves a communication protocol, a common knowledgm®n, a definition of trust based on the

agents’ communication capabilities and two coordinatioecimnisms: (1) an incentive to join coalitions

and (2) coalition minimization. Results on a simulated Kiggeconstellation are presented and discussed.
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1 INTRODUCTION

In the multi-agent literature, most of the coordination hetsms either based on norms [6],
contracts [14] or organizations [3, 8] involgeftware agentsr social agentsIn such contexts
communications are generally assumed to be unconstrakedar asphysical agentsuch as
robots or satellites are concerned, physical and costrontst have a major impact on commu-
nication and therefore on coordination. On the first handganticannot always communicate
with another agent or the communications are restrictechtwtdime intervals; on the other
hand an agent cannot always wait until the coordinationge®terminates before acting. Such
constraints are present in space applications.

Let us consider satellite constellations i.e. 3 to 20 s&slplaced in low orbit around the
Earth to take pictures of the ground [4]. Observation retjum® generated asynchronously with
various priorities by ground stations or the satellitesribelves. As each satellite is equipped
with a single observation instrument with use constraitmis,close requests cannot be realized

“We would like to thank Marie-Claire Charmeau (CNES) and 8&ginjonneau (Thales Alenia Space) for their
comments on this work.
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by the same satellite. Likewise, each satellite is cons#ichin memory resources and can realize
only a limited number of requests before downloadirfgnally, the orbits of the satellites cross
around the poles: two (or more) satellites that meet in tharpareas can communicatea
InterSatellite Links (ISL) without any ground intervemtio So the satellites can communicate
from time to time.

Centralized planning is not considered because (1) the &fature space applications is to
avoid using ground stations as much as possible (operagnguad station is expensive); (2) the
asynchronous generation of new requests by each sate#iterqts us from having a centralized
view of the problem and therefore a centralized resolution.

Consequently the problem we focus on is a decentralizedaiéstation problem in a multi-
agent system with new tasks arriving asynchronously aretrittent communications. Each
satellite (each agent) builds and revises a task plan suththie number of tasks realized by
the constellation is the highest possible, they are rehlasesoon as possible, the number of
redundanciesis the lowest possible and the number of high priority takles &re not realized is
the lowest possible. Notice that these constraints areex#ssarily compatible with each other.
The communication problem was firstly addressed in [2]. Ia plaper the allocation problem is
addressed with an online incremental dynamic organizatiechanism in three steps:

1. agents plan individually ;
2. agents communicate in order to build a common knowledge ;

3. agents build and revise coalitions that influence theividual plans.

Our paper is organized as follows. In Section 2, we will finsggent the multiagent system
modelling the satellite constellation. The communicatootocol is described in Section 3 and
a trust model is proposed in Section 4 in order to evaluatérémsmitted pieces of information.
In Section 5 we will present our collaboration model throagtoalition formation mechanism.
Simulation results are given in Section 6 before concluding

2 THE AGENTS

2.1 The multi-agent system structure

The constellation is modelled as a multi-agent system weach satellite is represented by
an agent:

Definition 1 (Constellation) Theconstellations is a triplet(, T, Vicinity) with 2 = {a; ...an}

the set of n agents representing the n satellifes,N* a set of dates defining a common clock and
Vicinity: 2 x T — 27 a symmetric non transitive relation specifying for a givgeeat and a given
date the set of agents with which it can communicate at this @Gequaintance model). Vicinity
represents the temporal windows when the satellites ntegtalculated from the satellite orbits,
which are periodic.

Definition 2 (Periodicity) Lets be a constellation andp;...pn} the set of the orbital cycle
durations p € T of agents ac A. The Vicinity periodd € T is thelowest common multiplef

set{p1...pn}

The constellation (agents, clock and Vicinity) is knowledbat all the agents hold in com-
mon.

Downloading consists in transferring data to a groundaaiiie. the pictures).
2There is a redundancy when two different agents realize ahgestask whereas only one would have been
sufficient.
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2.2 Tasks

Each agent within the constellation knows saiasksto realize.

Definition 3 (Task) A taskt is an observation request associated with a pricyipyio(t) € N*
and with a boolean fahat indicates whether t has been realized or not.

The tasks may be constrained in two ways:

e mutual exclusiorn it is an agent’s constraint meaning that it cannot real@eral tasks at the
same time ;

e compositionof n tasks: all then tasks must be realized, it is useless to realize only a strict
subset of them. Formally,

Definition 4 (Compound task) A compound tasks a subsetr of tasks such thatdt; € 7,
is realized)= (Vtj € 7,tj #ti must be realized)

Moreover when a task is realized by an agent, it is redunddinhbas already been realized
by another agent:

Definition 5 (Redundancy) Let g be an agent that realizes a task t at time T. There is a

redundancyboutt if and only i a; € 2 and3 v € T (v < 1) such that g has realized t at time

T.

2.3 Intentions

Each agent within the constellation knows samtentionsabout the tasks.

Definition 6 (Intention) Let I& be theintentionof agent atowards task t. & is a modality of
proposition (arealizest) :

O (commitmen): a; is committed to realize t

<& (proposal: a; proposes to realize t

O- (strong withdrawgt a; will not realize t

- (weak withdrawad): a; does not propose to realize t

A realization date re’) € T U {@} and a download date tél¥) € T U {@} are associated
with each intention.

The set of an agent’s intentions corresponds to its curlant fzach commitment or proposal
means that the associated task is planned. The tasks dedogith withdrawals are not planned.
We assume that each agent has an individual planner. Ptarsnanthree-step process:

1. From the set of unrealized tasks knowndyat timeT, a computes an optimal local plan
under two criterié:

e maximize the number of planned tasks;

3In the space domain, the lowprio(t), the more important task
4The individual planning process itself is beyond the scdpmiowork. The mono-agent planning problem may
be addressed with many techniques such as constraint progng or HTN planning.
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e minimize the number of unplanned high priority tasks.
2. The intentions of agem about tasks at time(t — 1) constrain the planning process (step 1):

e tasks associated with a commitmeny) @realwaysplanned,;
o tasks associated with a strong withdrawaH) areneverplanned.

3. Agenta;’s plan at timet modifies its intentions as follows:

e each new planned task generates a propasgl (
e each new unplanned task generates a weak withdraiwg). (

We can notice that commitmentS) and strong withdrawals{—) are not generated by the
planning process. We will see in Section 5 that these irdastare generated by a collaboration
process.

2.4 Private knowledge
Tasks and intentions an agent knows are captured by knowledg
Definition 7 (Knowledge) A piece of knowledg&; of agent aattimetis atriplet(DKgi 7AK§i ,TKgi>Z
° DK%— is a task t or an intention’ of a aboutt, & € 4;
° AKéi C 4 is the subset of agents knowing K

® Tk € T is the date when Dai was created or updated;
Let %5 be agent ds knowledge at time: % is the set of all the pieces of knowledgk.K

From %5, we definer, = {t;...tm} the set of tasks known by ageatat timet ; and 7;

= (Itak) the matrix of the intentions known by agemtat timet. Each ageng; has resources
available to realize only a subsetf.

3 COMMUNICATION

The agents have to reason on a common knowledge in termsksfaasl intentions. Con-
sequently, a communication protocol is defined to allow amatp know what the other agents
know. Communication is based on Vicinity: when two agentgntieey can communicate. Con-
sequently the Vicinity structure influences the commuiacatapabilities.

3.1 Definition

Two kinds of communications are defined:

Definition 8 (Communication) Lets be a constellation andiga; € 4:
e Agent acancommunicate directlyith agent g iff 3 T within P such that @ € Vicinity(a;, 7);

e Agent acancommunicate indirectlyith agent aiff 3 {ax € 4,i <k < j} and3 {Twithinp,
i <k < j} suchthat @1 € Vicinity(ay, k).

As Vicinity is symmetric but not transitive, direct commauaation is symmetric whereas indi-
rect communication is oriented from an agent to another Baeh communication frorg; to a;
is associated with a couple;, Tj) € T? with T1; the emitting date o andt; the receipt date of
aj. We will write: & communicates witl; at (1;,T;). In case of a direct communication = T;.
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Figure 1: Vicinity graph for Example 1

3.2 Unfolding the Vicinity relation

In order to compute the next indirect communication betwiem agents, Vicinity is pro-
jected on a valued-directed-graph Formally,

Definition 9 (Vicinity graph) The Vicinity graphy’ is such thaty = (4, (&, a;), vij) where:
e 1 is the set of vertices af;
e the edg€a;, aj) exists iff3 T € T such that g € Vicinity(a;, T);

e each edge is valued with the sgt¥ {1 € T : a; € Vicinity(a;,1)}.
Let the following example illustrate this definition.

Example 1 Let &, ap, ag be three agents. Let us suppose that Vicinity is defined ksv®bon
period p = 20

( Vicinity(as,2) = {az}
Vicinity(az,5) = {as}
Vicinity(as,8) = {a1}

Vicinity(az,12) = {ap}
Vicinity(ap, 15) = {as}
( Vicinity(ag, 16) = {a1}

The vicinity graph is shown on Figure 1.

Intuitively an indirect communication from ageatto agenta; is a path from vertex; to
vertexa;. Thereby from this multi-valued graph, we unfold a singédued graph with respect to
the current date and compute the lowest weighted path betlaetl vertices. This single-valued
graph is built as it is explored. In order to do that, we pregpasnodified Dijkstra’s algorithm
where:

1. the current time; is stored in vertexy (initial time plus the weight of the current path);

2. the weight of each eddey, a;) is computed as follows: mig; — T;[modp].
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Example 2 Let us resume Example 1 and compute from tirttee next indirect communication
from & to ag. The weight of edgéay, az) is 1 (min(2—1[mod 2Q,12— 1[mod 2Q)). The weight
of edge(as,az) is 7. Thereby, the current time for vertey and & are respectively and8. A
first solution(as, az) has been found: a communication(&t8). Let us continue the exploration
from vertex a. The weight of edgéay,az) is 3 (min(5—2[mod 20,15— 2[mod 2Q)) and the
current time for vertex @is 5. A better solution has been found: an indirect communicaib
(2,5).

3.3 An epidemic protocol

An epidemic protocol based on overhearing [10] has beerggexp[2]. The agents use every
communication opportunity even to communicate infornratltat does not concern themselves:

1. each agerd; considers its own knowledge changes;
2. @ communicates the changesape Vicinity (&, T);
3. aj updates its own knowledge thanks to the timestan;ip

It has been proved that, in a setrodigents where a single agent knows a piece of information,
an epidemic protocol needs(logn) communication rounds to completely propagate this infor-
mation [12]. During a communication round, each agent ebesca communication step that has
a polynomial complexity in the number of agents and tasks [2]

The agents have to reason on a common knowledge in termsksf aasl intentions. Be-
cause of the communication delays, this common knowledgeeras only a subset of agents.
Formally,

Definition 10 (Common knowledge) At timet, agent aknows that agentjgknows the intention
I captured by E iff:

® Qi GAKeTai or

e 3 communicated withjaat (T, Tj) such thaqui <T, T <T.

4 THE TRUST MODEL

Our application can be viewed as an ad-hoc network. Howeust titerature on ad-hoc
networks [11, 20, 23] focus on the reliability of a node irelfsand the way to route reliable
information. In our application, as agents are trustwqrthust erosion does not come from the
nodes themselves but from interactions between nodes.

4.1 Last confirmation

When two agents communicate at timehe agent that receives a given intention cannot be
sure that this intention will be the same at timiét’ > 1). Indeed as the environment is dynamic,
an agent may receive new tasks or new intentions and modifylain, i.e. its own intentions,
accordingly. The more time between the generation of a giveemtion and the realization date,
the less an agent can trust this intention. However a fugbwefirmation transmitted by the agent
that has generated this intention increases the assotiagtégain.

As we consider the agents honest and cooperative, an ih@doezmunication (which is a
testimony) is trustworthy in itself. Thereby an agentonsiders that a given proposal generated
by an agen&; has been confirmed & communicates (directly or not) witlh without modifying
its proposal. We define formally the last confirmation.
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Definition 11 (Last confirmation) Let g be an agentﬁj a proposal of an agent;aabout a task
t known by a Thelast confirmatiorof proposal f‘ for g at timet is:
T = max {1; : aj communicates withjat (1j,T;)}
KE S
1<t

Example 3 Let us resume Example 1. Let us suppose that, at Iiin@s computes the trust
associated with an intention of agent generated at tim&. a; communicated directly withza
at time8 then it communicated indirectly withy at time (12, 15) without modifying its proposal.
Thereby the last confirmation I and a knows that a kept its proposal between timésand
12.

4.2 Trust

Intuitively, the trust associated with a proposal depemdthe time between its last confirma-
tion and its realization. As the agents do not have a modékoéhvironment, they cannot predict
the arrival of new tasks. However as time passes, an agems wtber agents and each meeting is
an opportunity to receive new tasks and revise its intesti@Qonsequently an agent’s trust about
a given proposal is defined from the number of meetings betwee last confirmation and the
realization date. This number is based on Vicinity therefich agent can compute its own trust
in the others’ proposals.

Definition 12 (Meetings) Let a be an agent,a]j a proposal known by;jandt the current date.
Lett* be the last confirmation of'l for g attimet. The number of agentsraMlta’) agent g will

meet betweer and regl") is given by:

ME(T) =] | Vicinity(aj,T))|

T*<T’<rea(ltaj)
Finally, an agent trusts or does not trust a given proposal:

Definition 13 (Trust) Let g bg an agent,t"’lj a proeposal known by;aand 1 the current date.
Agent atrustsagent g about [ if and only if M (1;”) = 0.

Example 4 Let g be an agent that knows a proposﬁi At timet. Let us suppose thatjj/(ltaj)
= 5. Agent adoes not trust pabout this proposal. Let us suppose thakaeps its proposal for
long enough to confirm it twice. At each confirmationcan compute I\?l(ltaj) again, e.g3and
1. Each time, atrusts g more.

We can notice that the trust criterion of Definition 13 is had agent is not trusted if it meets
at least another agent before realizing its propdvﬁl (&) = 0). This pessimistic assumption
can be relaxed (e.942 (1) < 1).

5 COLLABORATION VIA COALITIONS

5.1 Coalitions

A coalition is an agent organization with a short life cydteis formed in order to realize a
given goal and is destroyed when the goal is achieved. Thraugpalition, each agent tries to
maximize its personal outcome. In the literature, the mathidedicated to coalition formation
are based on the exploration of the lattice of the possikéditamn structures [15, 22]. In order
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to find the optimal structure, the agents often have unceasad (or) incomplete information on
the other agents’ costs and preferences: they need to ussthusy9] or trust [16] to evaluate a
coalition value.

Generally speaking, these methods have two limits.
On the one hand, they are often centralized, they assumalttegks are known by all agents and
they are performed off-line [5, 7, 13, 17] ; or they use an ianeter (or other kinds of hierarchy)
[1, 18] that centralizes the information and organizes #gotiations.
As far as communications are concerned, methods based @ystam organization structure
consider constrained communications: agents can comatentiicrough a hierarchy [1, 18] or
in a vicinity [19]. These constraints are associated witbamunication cost [21]. However in
a real dynamic environment, agents are not always able toaexge information and may have
to decide alone. Moreover some tasks cannot wait for the tEmpomputation of the coalition
structure and must be realized quickly. Consequently thesiods are very sensitive to the
system dynamics.

Be that as it may, the coalition formation mechanisms arer@sting for three reasons: (1)
agents gather in order to realize a collective task; (2) bloetdife cycle of coalitions is adapted to
dynamic environments; (3) agents search for efficient &omistunder uncertain and (or) incom-
plete information. In our application, compound tasks megthat some agents should realize
some subsets of tasks jointly. However these joint reatinatcannot be planned by the agents’
individual planners as an agent does not plan for the otheder to dynamically organize the
agents, we will consider a decentralized coalition fororatnechanism taking into account the
features of our problem, i.e. cooperative agents and ainstt communications. The mecha-
nism is as follows:

1. Agents build maximal-size coalitions from their own kredge;

2. Coalitions are refined as the agents meet to remove usgjenss.
Coalitions are defined as follows:

Definition 14 (Coalition) A coalitionC is a triplet(A,O,P) :

e AC 1 is asubset of agents that are theembersf the coalition;

e O is the set of tasks that are tgealsof the coalition;

e P isthe set of tasks that are in thewerof the coalition.

A coalition C can be in different states:

e Ciscompleteff O C P;

e C isminimaliff C is complete and A is minimal for inclusiofi).

Coalitions are build and managed locally by each agent,ngikie knowledge it has about
the other agents through communication. Indeed each agestthe coalition notion to reason
and adapt its own intentions to the others’ intentions. &foge coalitions are formed implicitly
through intentions but are not explicitly built by the meaijent system. Each agent:

1. computes the current coalition structure from its pofntiew;
2. checks whether it should join a coalition to increase o ¢r;
3. checks whether it can withdraw from a coalition to minienitz;
4

. modifies its intentions accordingly.
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5.2 Computation of the coalition structure

Each ageng; generates the current coalition structure as follows:
1. & organizes the set of taskg as a partition{ 71 ... 7} according to the compound tasks;

Example 5 Let 77 be {t,tz,t3,14,t5}. Let us suppose that tasksand % form a compound
task as well asiand &. ThenT; is organized ag {t1,t2}, {ts}, {ts,t5} }.

2. eachq; is the goal of a single potential coalition; as subsgtare disjoin?, the number of
potential coalitions generated by ageapis given by the number of compound tasik&nows;

3. from agenty;’s point of view, the potential coalition members for subsgtire defined as:
{ax € 2 : 3t € 71 /31* € %4 such that™ € {T0,0}}

Example 6 Let us resume Example 5. Let us consideartd suppose tha@l =< and I@k =
0. g can build coalition C= ({&,ax}, {t3}, {t3}). This coalition is complete but not minimal
becaus€{a;,ax} is not minimal for inclusion. Notice that @lans  even if it knows that,a
did too. Indeed the others’ intentions are not taken intooart in the planning step: they will
be taken into account in the collaboration steps (steps 2,d&scribed in Section 5.1).

4. then the power of each potential coalition is definedPas: {t € O|3a; ¢ A: I1¥ € {O0,0}}

Notice that this framework defines the current coalitiomcuire from the agent’s point of
view. It capturescoveringanddisjoint coalitions: if an agent has many intentions, it can be a
member of many coalitions; if it has a single intention (hesssit lacks resources or capabilities),
it is a member of a single coalition.

A potential coalition may be minimal (thus complete), coatpland not minimal or incom-
plete.

5.3 An incentive to join coalitions

An incomplete coalition means that at least one goal tasktismithin the coalition power.
But the more tasks within the coalition power, the more intigatrgoal tasks become because a
coalition must realize all its goal tasks. If the coaliti@mrains incomplete, all its members waste
resources.

When agent; computes the current coalition structure according to itsvkdedge, it can
detect incomplete coalitions. Ag is cooperative, it should be incited to modify its intenson
and complete these coalitions when planning. In order tohdt tve propose to increase the
priorities of the goal tasks of the incomplete coalitions.the remainder of the paper, we will
noteprio(t)’ the priority of taskt a; uses for its next planning step. Notice tipato(t)’ is a local
priority only used bya;. The initial priority prio(t) of taskt remains the same.

Protocol 1 (Join a coalition) For each incomplete coalition & (A O,P), agent @ computes:

vVt e O, prio(t) « Tflg\)

The agent is encouraged to join a coalition if and only if tbalgf the coalition is to realize a
compound task that is partially planned. This mechanisstable i.e. two successive incentive
steps are consistent. For instance, an agent is not enesutagyive up a given task in order
to realize another one, theeteris paribugs not encouraged to give up the latter to realize the
former.

Remark: as far as singletofs} are concerned,

5The compound tasks are assumed disjoint but notice that#repverlap without modifying the collaboration
process.
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Figure 2: Soft conflict Figure 3: Hard conflict

e if tis not planned by, it is because it does not satisfy the optimization critéBeaction 2.3);
thereforeg; does not build any coalition concernihgnd the priority ot remains the same;

e if t is planned, the coalition concernibgs complete and its priority remains the same.

Example 7 Let us resume Example 5. Let us consiffert,} and suppose thafll = O, I =
O, I = O— and £« = O. g can build coalition C= ({ay}, {t1,t2}, {tz}). This coalition is
incomplete. Sojaapplies Protocol 1. Asais already a member of the coalition, the priorities
of 1 and b are halved for @ Therefore at its next planning step,ismore likely to planior t,
instead of other tasks.

5.4 Minimizing coalitions

A complete and non minimal coalition has the power to redtgoals with useless agents,
i.e. agents that have redundant intentions. Within a ¢oaliin agent has to consider the agents
that have planned the same tasks as it has, then to make sdedi®ut modifying or not its
own intentions. There is a conflict between two agents wihinalition if they have planned the
same task(s). Formally:

Definition 15 (Conflict) Let g, a; be two agents and C a coalitien A, O, P > such that{a;,a; }

C A. There is aconflict between aand g iff 3t € P such thatf € {0,<} and K e {O,0).
It is a soft conflictiff either 3 communicates withjaat (Ti,Tj) such thatts < 1 and1j <

min(rea(lta‘),rea(ltaj)) or aj knows agentig intention about t. Else it is &ard conflict
Conflicts are illustrated on Figure 2 and Figure 3

Example 8 Let us resume Example 6. The coalition is not minimal: theeedonflict about task
t3 between agents @and a. So a has to make a decision in order to withdraw-), to keep its
intention ) or to commit Q).

In the remainder, given an ageamtand a task, we will denoteA* the set of agents with
which it is in conflict about task A™ C A* the set of agents in soft conflict add C A* the set
of agents in hard conflict.

Proposition 1 (Symmetry) Let a be an agent and a taskY.aj € A*, the conflictissymmetric
vV aj € A, the conflict isasymmetric

Proof 1 Let g be an agent and Athe set of agents with which it is in conflict about task t.

e Vaj € AT, g knows fi. Conversely either jpknows fi, or 3 1p, Te € T such thatrlta,- < Tp

andte < min (rea(1®), rea(l")) when g knows f* because it will receive the information.
In both cases, the conflict is symmetric and it is a soft cdnflic
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A download date

>

o ideal intention
e potential expert’s intentic

resource consumptiong

rea* realization date

Figure 4: Graphical representation of the expertise coiter

e Vaj € A", aj does not know{1 and will not know it before the datain (rea(1®), rea(1)).
So, g is not and will not be aware of the conflict ; it is a hard conflict

Both soft and hard conflicts are dealt with through prototalsed on the agents’ expertise
for realizing the task.

As we are seeking to optimize the system reactivity, it igdvethat the agents realize the
tasks as soon as possible and use the fewest resourcedgfodsibus aggregate both criteria in
a single expertise criterion. Formally:

Definition 16 (Expertise) Let A" C 4 be a set of agents in conflict about a task t. Let us note
rea” = miAn rea(l®) the earliest realization date for task t. Tlexpertagent for t is defined
a cA*

thanks to the following distance:

a* = arg mi\n||(rea(|ta‘) —rea*,tel(1%) —rea")||
eA"

The resource consumption, i.e. how long the picture coomding tot will remain in the
memory of the satellite, is defined as a duration. The distéetween a potential intention and
an ideal intention (the earliest realization and downloaig prepresents time criteria. The expert
agent fort is the one that minimizes this distance.

Figure 4 is a representation of the expertise criterion tasht in the plan(rea(I), tel(12)),
a € A". The originrea® is the earliest realization date forand intention(rea*, rea”) is the
ideal intention corresponding to an agent being able tazetlat timerea® and download the
corresponding picture immediatelyel* is the latest download date forif t is realized at time
rea*. Obviouslytel(1¥) > rea(I#) therefore only the hatched part is meaningful.

In order to solve a conflict, three strategies are defined:

e g maintains its proposakX) if it does not trust the other agents therefore maintaimauyn-
dancies to make sure that the task will be realized;

e g commits () if it is the expert agent therefore deciding on a part of therent coalition
structure;

e g; strongly withdraws(—) if the expert agent is trusted thus minimizing the size efc¢bali-
tion.

8Using fewer resources means keeping the pictures in théiteareemory for the shortest time possible, i.e.
downloading them as soon as possible.
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Protocol 2 (Hard conflict) Let A" be the set of the coalition members with which agems &
conflict about task t such that’ A% 0. a; is aware of the conflict and applies:

1.if min ME(1&) >0then I « ©
axeA-

2. elseld — 0O~

In case of a hard conflict, the agent who is aware of the corgiljcinaintains its proposal if
it does not trust the agents within the conflict ; else (2) digws.

Protocol 3 (Soft conflict) Let A" be the set of the coalition members with which agens @
conflict about task t such that’A# 0. Let red be miAn+ rea(I®):
ac

1. if a =arg min||(rea(I®) —rea",tel(1%) — rea")||
- acA,
thenl® — O
2. el se let a" be the expert agent:

(@ if ME(1&)>0thenld « ©
(b) el se IF — O~

For soft conflicts, each agent computes the expert agenlf i{13 the expert agent, it com-
mits. (2.a) If not, it maintains its proposal if it does naidt the expert. (2.b) If it trusts the
expert, it withdraws.

6 SIMULATIONS AND RESULTS

Simulations have been conducted on three kinds of constelta
e isolated no communication;

¢ informed agents communicate only about tasks and coordiagiesterioriby withdrawing
already realized tasks from their plans;

e coordinated agents communicate about tasks and intentions and cebedipriori thanks to
coalition formation.

6.1 Reference framework : static simulations

The reference experiments are based on a scenario with Bsagah100 tasks. It is a static
scenario, meaning that the initial set of tasks is fixed avd tasks will not appear during the
simulations. Two parameters are considered: the tasktglearsi the task composition rate. For
each parameter value, we have launched 100 simulationsoampluted the average result.

Definition 17 (Density) The taskdensityrepresents how close to each other the tasks are. The
closer the tasks, the more they are likely to be in mutualeskeh.

(Figure 5) The results for informed and coordinated cotedtehs are better than for isolated
constellations. Although informed and coordinated cdlatens realize nearly the same number
of tasks (with a slight advantage for coordinated condteha), coordination allows the number
of minimal (i.e. optimal) coalitions to be increased dreaily. However we can notice that
for coordinated constellations, the difference betweemmml and complete coalitions is not so
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Figure 6: Realized tasks (with and without redundancy) usdeposition constraint

important: this comes from the fact that these experimemstsvihin a static world, new tasks do
not appear during the simulations: when resources are $gvaa agent, they are not necessarily
reallocated. In a dynamic world with new tasks and no bounelegboral horizon, resources will
be reallocated.

Definition 18 (Compound rate) The taskcompound rateepresents the percentage of tasks that
are in mutual exclusion with another task and that are jgiritie goal of a potential coalition.

(Figure 6) We can notice that increasing the compound rateedses the number of potential
coalitions, and consequently the maximal number of corapdetd minimal coalitions. This
affects the informed and coordinated constellations niwaa the isolated ones: the relative loss
of efficiency in terms of complete and minimal coalitionsigher. However, the absolute results
for informed and coordinated constellations are bettar tbaisolated ones.

6.2 Real-world framework : dynamic simulations

The first simulation round is based on a dynamic scenario 3vagents. Every 6th hour, the
ground stations send 40 new compound tasks (including at Batomic tasks) to the agents.
We have launched 25 simulations and computed the averagie rBso metrics are considered:
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Figure 7: Tasks Figure 8: Tasks with no redundancy

the number of realized tasks (Figure 7) and the number oizeshtasks without redundancy
(Figure 8).

Informed and coordinated constellations outperform iealaones. However we can notice
that the benefits increase as time passes. Indeed incrémeatdination allows coordinated
constellations to realize more tasks than the other kindsstellations. And as time passes the
difference between informed and coordinated consteliatiocreases: incremental coordination
allows coordinated constellations to efficiently save azallocate resources.

% remaining tasks

....... isolated constellations
- - - - informed constellations )
coordinated constellations |»gq tasks

+200 tasks | l

S ; """"""""""""""""""""""""""""""""

Figure 9: Twofold disturbances

The second simulation round is based on another dynamiaesoenth 3 agents. The system
is initialized with 150 atomic tasks and two sets of 200 nesksaare sent to the agents after 18
and 36 hours. We have launched 25 simulations and computeal/rage result. The metric is
the percentage of remaining tasks in the system as timegpésgere 9).

We can notice that isolated constellations are quicklyloaeled. They cannot realize all the
new tasks and the system load decreases slowly. With catiwlir) the new tasks are mostly

realized and the system load decreases quickly. For cadetirconstellations the benefits corre-
spond to saved resources that are reallocated.
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7 CONCLUSION

We have proposed a collaboration method for physical agiatscommunicate from time
to time in a dynamic environment. This method has been appti@ constellation of satellites.
A communication protocol has been proposed in order to lmaidmon knowledge (in terms of
tasks and intentions) as the agents meet.

The collaboration process is an online incremental coalitormation that proceeds through
aplanning - communication - collaboratidnop within each agent. Each agent builds an initial
plan; from its knowledge, it builds the potential coalit®othat can realize the tasks it knows;
afterwards these coalitions are refined thanks both tm@ntivemechanism and aoptimiza-
tion mechanism. The agents’ communication capabilities ontieehand and conflict definitions
on the other hand allow us to define protocols that refine thétmm structure dynamically and
adapt it to new knowledge.

As new tasks may appear in the system, the agents may reeis@ldns, that is to say their
intentions. However in order to coordinate, the agents melgton the others’ intentions: they
must trust them. Thereby we propose a trust notion whichfisel through the communications
between agents. Each time an agent communicates, it mayeaemsv information that modifies
its intentions; on the other hand the more an agent commigsicthe more it can confirm its
intentions and the more trust may increase.

The experimental results are promising. The coalition ftfon mechanism allows the re-
source consumption to be minimized; then the saved researeereallocated in a incremental
way and the number of realized tasks is increased. Futurk witirdeal with the possible fail-
ures of the agents and the consequences on the other agasts. tFurthermore, simulations
involving a higher number of satellite agents (up to 20) Wélperformed to scale the approach.
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