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1. Contextualization
Single-image vs. Multi-image SR

Single-image SR Multi-image SR

Stack of Low Resolution
(LR) Images

Correspondance between
LR and HR patches
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1. Contextualization
What is Super-Resolution (SR)?

SR

Multiple low resolution 
images of the same 
scene acquired with 
sub-pixel shifts
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2. Non-additive imprecise SR method
Choice of the Impulse Response and imprecision

Projection

Neighborhood Weighting 
Function

Interpolation & sampling

Back-projection

Aggregation
by averaging

Interpolation & sampling
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2. Non-additive imprecise SR method
Illustration

Original image
LR sequence
generated with

Reconstruction with Reconstruction with

INF SUP

CENTRAL

Reconstruction 
with the 
interval-based
algorithm of 
Graba et al. 
(2017)
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F. Graba, F. Comby, O. Strauss, Non-Additive Imprecise Image Super-Resolution in a Semi-Blind Context. 
IEEE Trans. Image Processing: 1379-1392 (2017)

F. Graba, F. Comby, O. Strauss, Non-additive imprecise image Super-Resolution. ICIP 2014: 3882-3886

2. Non-additive imprecise SR method
Convex set of « acceptable » reconstructed images

Interpolation &
sampling

Interpolation &
sampling

NWH : Neighborhood Weighting Function
New NHW

New NHW

ICIP 2017 Réunion Equipe ICAR 6/17



3. Regularized selection (RS)
Why?

Until now, the presented method is regularized by early stop of the iterations

CENTRAL

1st iteration

CENTRAL

10th iteration

CENTRAL

50th iteration
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Not sufficient (cf. last slide)

3. Regularized selection
How to regularize such an algorithm?

• Implicit regularization

• Post-smoothing Too much content dependent
Doesn’t preserve edges

• Integrated regularization 
Balance of the data 
fitting term and 
regularization term

• Think differently

Would modify the bounds
Not coherent with the 
construction of the algorithm
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3. Regularized selection
Our proposition

A two step regularization process:

Convex-set of acceptable 
reconstructed HR images. 
Graba et al. (2017)

Selection of the image that best fits 
a defined regularization criterion 
Presented paper

Minimization of a 
regularization function 
(Total variation or 𝐿"
norm of the gradient 
for example) under the 
constraint of inclusion 
inside of the 
reconstructed 
intervals.

Use of the Chambolle and 
Pock (2010) algorithm.
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3. Regularized selection
An iterative process - illustration

INF

SUP

CENTRAL RS - TV

Convergency
of the algorithm

Profile of the 
orange line

through iterations
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3. Regularized selection
Quantitative results on simulated data

IBP 𝐿#- PSNR: 19.6 dB 

RS	𝐿#- PSNR: 20.7 dB RS	𝐿"- PSNR: 19.1 dB

Central image

IBP 𝐿"- PSNR: 17.9 dB
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3. Regularized selection
A « data-content » independent method

IBP 𝐿# with a regularization weighting term preserving details
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3. Regularized selection
A « data-content » independent method

IBP 𝐿# with a regularization weighting term smoothing uniform regions
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3. Regularized selection
A « data-content » independent method

RS - 𝐿# independent of data-content : - smooth uniform regions
- preserve edges and details
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3. Regularized selection
A « data-content » independent method

IBP 𝐿# - 𝛽"

IBP 𝐿# - 𝛽#

RS TV – without regularization parameter
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3. Regularized selection
Results for other applications
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Motivations et objectifs L’algorithme NIBEM Sélection régularisée Application Extra-recherche Bilan

Une multitude d’applications

De la compression JPEG à la super-résolution

Florentin KUCHARCZAK CSI 2 22 Juin 2017 23 / 29

Diversity of application fields:
• JPEG deblocking
• Image filtering
• Tomography : drastic 

reduction of statistical 
variance in reconstructed 
images with bias properties 
conservation



3. Regularized selection
Other perspectives
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Motivations et objectifs L’algorithme NIBEM Sélection régularisée Application Extra-recherche Bilan

Intervalle comme contrainte

Quelles fonctions de coût ?

Pour le terme de régularisation

Total Variation (TV) :

F1(f) =
P

⌦ |r(f)|2.

Norme L2 de la dérivée de l’image :
F2(f) =

P
⌦ |r(f)|22.

avec r étant l’opérateur discret du
gradient.

Contrainte stricte d’inclusion de f dans [f ]

Indicatrice convexe :

G(f) = i[f ] : f 7! i[f ](f) =

(
0 if f 2 [f ]
+1 if f /2 [f ],

Ce framework a été accepté à ICIP 2017.

Nouvelles contraintes plus adaptées au
problème tomographique

Ÿ Pourquoi imposer une contrainte
d’inclusion stricte si la confiance des
intervalles reconstruits n’est pas de 100% ?

Ÿ Extension aux intervalles de la norme L1
(G1) et de la norme L2 carrée (G2).

Florentin KUCHARCZAK CSI 2 22 Juin 2017 16 / 29
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4. Conclusion

REGULARIZED SELECTION: A NEW PARADIGM FOR INVERSE BASED REGULARIZED
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ABSTRACT

In this paper, we present a new regularization paradigm for
inverse based regularized image reconstruction techniques.
These methods usually attempt to minimize a cost function
expressed as the sum of a data-fitting term and a regulariza-
tion term. The trade-off between both terms is determined
by a weighting parameter that has to be set by the user since
this trade-off is data dependent. In the approach we present
here, we first concentrate on finding a set of eligible candi-
dates for the data fitting term minimization and then select
the most appropriate candidate according to the regularization
criterion. The main advantage of this method is that it does
not require any weighting parameter, and guarantees that no
over-regularization can occur. We illustrate this method with
a super-resolution reconstruction technique to show its effi-
ciency compared to other competitive methods. Comparisons
are carried out with simulated and real data.

Index Terms— Regularization, inverse problems, interval-
based methods, imprecise modeling, super-resolution.

1. INTRODUCTION

In the traditional approach, inverse based regularized recon-
struction techniques consist in minimizing a criterion ✏ of the
form:

✏(X) = ✏1(H(X,Y)) + �.✏2(X), (1)

that gathers a data-fitting term ✏1, that expresses how the out-
put image X is linked to the input measurements Y via the
observation model H, and a regularization term ✏2 that aims
at discarding inappropriate solutions, preventing over-fitting.
Those two terms have to be balanced thanks to a parameter �
used to control the regularization level of the solution. Once
both ✏1 and ✏2 criteria are chosen (usually expressed as a norm
of the output error for ✏1 and of a sparsifying transform of
the reconstructed image for ✏2), the most challenging problem
is to choose the parameter �. Even if some methods present
a way to find a suitable value of � [1], this choice remains
difficult and fully dependent on the image content. Thus many
authors still prefer to regularize the solution by an early stop
of an un-regularized reconstruction process [2,3] or to achieve

a post-regularization (i.e. a smoothing of the obtained image)
rather than minimizing a regularized criterion. All these meth-
ods have in common that setting their regularization parameter
(� or iteration number) is difficult and image content depen-
dent.

In this paper, we propose an innovative solution to the
problem of balancing data-fitting and regularization, which
we call ”regularized selection”. We propose to first select a
convex set of images that fully satisfy the first criterion ✏1, and
then to select, in this convex set, the image that minimizes the
regularization criterion ✏2.

This method is based on previous works that consider more
deeply the fitting term H. In fact, digital signal-image pro-
cessing usually relies on an underlying real-valued continuous
model, while the processing is achieved by an algorithm work-
ing in the digital space, i.e. an integer-valued discrete space.
This kind of methods make extensive use of kernels to en-
sure the interplay between continuous and discrete space. The
choice of a particular kernel (e.g. bicubic) can have a major
effect especially in inverse based image processing reconstruc-
tion techniques. In the last decade, a new generic approach
has been proposed in the literature to lower the impact of the
discrete-to-continuous interplay modeling in image processing
(e.g. [4] in tomography, [5] in image upsampling, [6] in low-
pass filtering or [7] in super resolution reconstruction). This
approach mainly consists in modeling scant knowledge of the
appropriate discrete to continuous interplay by using a non-
additive neighborhood function [8] that models a convex set
of conventional methods. Due to this modeling, the resulting
image is interval-valued, i.e. each pixel value is a real interval.
After convergence, this interval-valued image represents the
convex set of images that satisfy the first criterion. Until now,
the center image has been used to gather the information of the
interval-valued image, since this center image is the closest,
in the sense of the Haussdorf distance, to the obtained interval
valued image. However, the central image being rather noisy
when the reconstruction process is carried out till convergence,
the reconstruction had to be early stopped to ensure a kind of
regularization.

In this paper, we present a method that uses the interval-
based modeling of inverse problems to introduce a new reg-

In this paper, we presented:
• A new regularization paradigm based on 

1) a two step reconstruction : 
construction of a convex-set of 
acceptable HR images.
2) selection of the image, in this set that 
best fits a pre-defined regularization 
criterion.

• A coherent regularization method for interval-based 
inverse problems.

• A regularization weighting parameter free method, 
content-independent.

• A scalable method, that can be used with plenty of 
different regularization criteria.
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Any questions ?

Thank you for your attention

kucharczak@lirmm.fr
Montpellier - FRANCE
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