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REACTIVE ACTIVITY RECOGNITION 

BRINGS INSIGHT TO VARIOUS FIELDS 

…

ALL SHARE THE NEED TO UNDERSTAND AND 

ACT UPON THE CURRENT SITUATION
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Activities can be recognized in the stream through Pattern Conditions and 

reacted to using Reaction Rules
Activity : A process or behavior that 
unfolds over time.

𝒜 = (𝐴1, 𝐴2)

Pattern Condition : A signature of 
events allowing the recognition of an 
Activity

𝐶𝐴1 𝑒1, … , 𝑒𝑛

= ቊ
𝑇𝑟𝑢𝑒 if 𝑒1,… , 𝑒𝑛 is 𝐴1
𝐹𝑎𝑙𝑠𝑒 otherwise

Reaction Rules : If a signature of 
events is recognized, respond with the 
appropriate action.

If ∃ 𝑒1, … , 𝑒𝑛 ∈ ℎ𝑡
Such that 𝐶𝐴1 𝑒1, … , 𝑒𝑛 = 𝑇𝑟𝑢𝑒

Apply action 𝑎1
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AUTOMATING REACTIVE ACTIVITY RECOGNITION 

REQUIRES A REINFORCEMENT LEARNING 

ENVIRONMENT

Challenges

 Lack of Datasets and Simulators

 Unknown Activity Patterns

 Need for dynamic interaction

Objectives

 Automating Activity Recognition

 Extracting Patterns Automatically

 Optimising Action Choice
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The underlying Decision Model is not a standard Markovian Process

No existing training environment that covers all these constraints

State Space Complexity

• Asynchronous and 

concurrent activities

• Inter-dependencies 
between events

Contextual and Historical 

Dependency

• Activities deduced from the 

history of events

• Activity states are not 

observable

Temporally-Structured 

Nature of Activities

• Events and activities are 

time-dependent

• Presence of complex 

temporal relations

(Landwehr, 2008) (Tennenholtz et al., 2023) (Rachelson, 2006)
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Requirement of a training environment to tackle that CLASS of problems

Easy to configure

Standard API

Simple Representative

Evaluation friendly



7Thales Research & Technology France   trtp version 9.0.0  selon modèle 

{OPEN}

Formalizing events as detections occurring over an interval of time

Detection : attributes representing signal interpretation

𝑠𝑦𝑚 ∈ 𝐷𝑠𝑦𝑚 𝐴𝑡𝑡𝑟 = 𝑎𝑡𝑡𝑟1, 𝑎𝑡𝑡𝑟2, … ∈ 𝐷𝐴𝑡𝑡𝑟

𝒔𝒚𝒎𝒂𝒍𝒂𝒓𝒎 = 𝑨𝒍𝒂𝒓𝒎
𝑨𝒕𝒕𝒓𝒂𝒍𝒂𝒓𝒎 = {𝒓𝒐𝒐𝒎𝒊𝒅, 𝒔𝒆𝒏𝒔𝒐𝒓𝒊𝒅, 𝒗𝒂𝒍_𝒅𝒃}

Interval : beginning and end of detection

𝐼 = 𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒𝑛𝑑
𝑡𝑠𝑡𝑎𝑟𝑡 ≤ 𝑡𝑒𝑛𝑑

𝒕𝒔𝒕𝒂𝒓𝒕

duration 𝒅

Time 𝑡

𝒕𝒆𝒏𝒅

Event: Allows associating a detection to an interval

𝑒 = (𝑠𝑦𝑚, 𝐴𝑡𝑡𝑟, 𝐼) 𝒆 = (𝒔𝒖𝒎,𝑨𝒕𝒕𝒓, 𝑰)

Time 𝑡

Event Trace: An ordered sequence of k temporally 

positioned events.

ℎ𝑘 = 𝑒1, 𝑒2, … , 𝑒𝑘
where ∀𝑒𝑖 , 𝑒𝑗 ∈ ℎ𝑘 , 𝑖 < 𝑗 ≡ 𝑒𝑖 . 𝐼. 𝑡𝑒𝑛𝑑 ≤ 𝑒𝑗 . 𝐼. 𝑡𝑒𝑛𝑑

𝒆𝟏
𝒆𝒌𝒆𝟐

𝒆𝒌−𝟏
…

Time 𝑡
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Temporal Relations are Expressed through Allen’s Interval Algebra

Allen, J. F., & Ferguson, G. (1994). Actions and events in interval temporal logic. 

Journal of logic and computation, 4(5), 531-579.
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Pattern Condition: Specify signatures allowing the identification of an activity of interest

Formalizing Pattern Conditions and using them for Environment Transitions

𝑪𝑨 𝒆𝟏, … , 𝒆𝒏 = ሥ

𝒊=𝟏

𝒏

𝑭𝒂𝒊 𝒆𝒊 ∧ሥ

𝒊=𝟏

𝒏−𝟏

ሥ

𝒋=𝒊+𝟏

𝒏

𝑭𝒓𝒊,𝒋(𝒆𝒊, 𝒆𝒋) ∧ሥ

𝒊=𝟏

𝒏−𝟏

ሥ

𝒋=𝒊+𝟏

𝒏

𝑹𝒕𝒆𝒎𝒑(𝒆𝒊, 𝒆𝒋)

Absolute content filtering: Select events 
that have specific Types and Attributes

𝐹𝑎 𝑒 ≔ 𝑒. 𝑠𝑦𝑚𝑏𝑜𝑙 = "𝑎𝑙𝑎𝑟𝑚"
∧ (𝑒. 𝑟𝑜𝑜𝑚 = 7)

Relative content filtering: Select events 
that have comparable Types and 

Attributes

𝐹𝑟 𝑒1, 𝑒2 ≔ 𝑒1. 𝑠𝑦𝑚𝑏𝑜𝑙 = 𝑒2. 𝑠𝑦𝑚𝑏𝑜𝑙

Temporal Relationship: Select events 
whose temporal intervals respect a certain 

condition

𝑅𝑚𝑒𝑡𝑏𝑦 𝑒1, 𝑒2 ≔

𝑒1. 𝑡𝑠𝑡𝑎𝑟𝑡 ≥ 𝑒1. 𝑡𝑒𝑛𝑑 = 𝑒2. 𝑡𝑠𝑡𝑎𝑟𝑡 ≥ 𝑒2. 𝑡𝑒𝑛𝑑

Environment Evolution: Conditioned on observable information and activity completion

 AB-MDP defines a context dependent transition function defined as 𝑇 𝑠𝑡 , 𝑎𝑡 , 𝑐𝑡 , 𝑠𝑡+1 = Pr 𝑠𝑡+1 𝑠𝑡 , 𝑎𝑡 , 𝑐𝑡

with 𝒄𝒊 = ቊ
𝑇𝑟𝑢𝑒, ∃ 𝑒1, … , 𝑒𝑛 ⊂ ℎ𝑡 | 𝐶𝐴𝑖 𝑒1, … , 𝑒𝑛 = 𝑇𝑟𝑢𝑒

𝐹𝑎𝑙𝑠𝑒, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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The game: find what combination of symbols opens which chest

Should I press a button?

Which one?

Chest 1 Chest 2 Chest 3

Button 1

Button 2

Button 3

= Activity

= Action associated to an activityOpening code = Observable activity

= EventCs e
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The game: A symbol with its attributes models an event

Classes of event

 A, B, …, Z

 Could be any printable character

Event information

 Start time, end time, so that start <= end

 Attributes

– Foreground colour, background colour

– Could also be: font, emphasis, size, etc. 

𝑨 𝑩

𝑩

𝑪

𝑨 𝑪

Chest 

1

Chest 

2

Chest 

3

An opening code is a pattern of events

 Chest 1 is ready to open when 

– “A(fg: BLUE, bg: *, start: s, end: s+4) FOLLOWED-BY B(fg: BLUE, bg: YELLOW, start: s’, end: s’+2)”

 Chest 2 is ready to open when 

– “B(fg: RED, bg: PINK, start: s, end: s+3) OVERLAPPED-BY C(fg: RED, bg: YELLOW, start: s’, end: s’+7)”

 Chest 3 is ready to open when 

– “A(fg: RED, bg: YELLOW, start: s, end: s+5) MET-BY C(fg: RED, bg: YELLOW, start: s’, end: s’+4)”
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Game setup

Chest setting file

 Opening event-pattern 

 Noise

– Creation of event not associated

to any chest

 Variability parameters

– In event’s duration

– In duration between events

Overall game setting file

 Vocabulary (Implicit grammar): Types, attributes, values

 Pointers to the chest setup files
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The Game: One Activity Based Markov Decision Process per chest

A chest is or is not:

 Active: The symbols of its code are visible

 Open: The associated button must not to be pushed

 Ready: The associated button has to be pushed

MDP state is a triplet

 Observable Part(activeness, openness)

 Context (ready)

Actions

 Push / Pass

But, it is partially observable

 Ready is latent 

 Events history defines the context suitable to infer its value

The decision policy should come from the context, a.k.a. the history of events, 

NOT from the observable state of the MDP



14Thales Research & Technology France   trtp version 9.0.0  selon modèle 

{OPEN}

The Game: Full view of the transition loop

Pattern 

1

Pattern 

2

Pattern 

3

C1

C2

C3

C1

state

C1

state

C1

state

Hidden Observable Hidden

Next C1 
event

Next C2 
event

Next C3 
event

Next 

event

Noisy 
event

A5            9

C2              7

B3                 10

C6         8

C2              7

readiness

openness, activeness
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Validating environments of varying complexity using DTQN (Esslinger et al., 2022)

Three environments for testing

 Each one has 5 chests

 Varying number of events per chest for each 

environment

– One event: no history dependency

– Eight events: medium history dependency

– Sixteen events: high history dependency

 Varying levels of noise for each activity

– from 0.1 to 0.3

Results validate usage and adaptability

 Easily integrated with DTQN thanks to gym API

 Varying complexity show variation in success

 Longer activities and challenging temporal 

patterns lead to decline in performance

 Lack of interpretability impacts real-world 

applicability
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Next functionalities to come

Integration of a discrete-event simulation framework

 Next event generation with discrete event systems simulation

 Handle more complex chests combination

More heterogeneity in events

Sequential dependency of chests

 Open a chest if and only if another one has been opened before

More complex actions

 Multi-actions (more that one action at a time)

 Actions with attributes (e.g., pressing a button with a different duration or a different strength would change the impact)



Merci

www.thalesgroup.com

https://github.com/ThalesGroup/open-the-chests

https://pypi.org/project/openthechests/

https://www.thalesgroup.com/
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Representing Interaction through the AB-MDP (Activity-Based MDP)

Interaction: Intervening with the environment at 

key moments when activities are present

 𝑨 is the finite action space.

 𝑻 is a context dependent transition function defined as 

𝑇 𝑠𝑡 , 𝑎𝑡 , 𝑐𝑡 , 𝑠𝑡+1 = Pr 𝑠𝑡+1 𝑠𝑡 , 𝑎𝑡 , 𝑐𝑡 , influenced by the actions 

taken and the currently active activities.

 𝓡 is the reward function defined as ℛ(s,a,c) = r, which 

evaluates the success of actions in reacting to recognized 

activities.

 𝑺 is the observable space of the environment, constituted 

by any observable information outside of events.

 𝑬 is the space of event observations.

 𝑪 is a contextual vector of size 𝑛. Each element 𝒄𝒊 indicates 

the completion status of the 𝒊-th activity, with

𝒄𝒊 = ቊ
𝑇𝑟𝑢𝑒, ∃ 𝑒1, … , 𝑒𝑛 ⊂ ℎ𝑡 | 𝐶𝐴𝑖 𝑒1, … , 𝑒𝑛 = 𝑇𝑟𝑢𝑒

𝐹𝑎𝑙𝑠𝑒, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Causal diagram depicting the 

dependencies in an AB-MDP. Green 

circles represent unobserved variables.
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Generating Events using Activities as Memory Automata 

1 2 3 4

𝑒2 ~ 𝐹𝑎2 𝑒2
∧ 𝐹𝑟1,2 𝑒1, 𝑒2
∧ 𝒯𝑎𝑙𝑙𝑒𝑛1,2(𝑒1, 𝑒2)

𝑒1 ~ 𝐹𝑎1 𝑒1
∧ e1. tstart ≥ t

𝑒3 ~ 𝐹𝑎3 𝑒3
∧ 𝐹𝑟1,3 𝑒1, 𝑒3 ∧ 𝐹𝑟2,3 𝑒2, 𝑒3
∧ 𝒯𝑎𝑙𝑙𝑒𝑛1,3(𝑒1, 𝑒3) ∧ 𝒯𝑎𝑙𝑙𝑒𝑛2,3(𝑒2, 𝑒3)

Wait for delay of 𝑡′, empty Registers and save current time 𝑡

Emit and Register Emit and Register Emit and Register

Register

Allows to access and save 
value instances of emitted 

events.
{𝑒1: 𝑣𝑎𝑙𝑒1 , 𝑒2: 𝑣𝑎𝑙𝑒2 , 𝑒3: 𝑣𝑎𝑙𝑒_3}

Generate
At each step: First constrain all values for next event (symbol, attributes, interval) using 

filters and relations, then generate event using uniform distribution on these values.
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Three EventsTwo EventsOne Event

Representing Activity Recognition Conditions through filters and Temporal Relations

A

time

B

time

D

A

time

#

C
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Example with two chests and 0.3 noise

time

Next Events

2 𝑨 7

9 𝐂 12

6 𝐗 8

2 𝑨 7

time

Next Events

8 𝐁 13

9 𝐂 12

6 𝐗 8

2 𝑨 7

6 𝐗 8

time

Next Events

8 𝐁 13

9 𝐂 12

2 𝑨 7

6 𝐗 8

9 𝐂 12

time

Next Events

8 𝐁 13

8 𝐁 15

2 𝑨 7

6 𝐗 8

9 𝐂 12

8 𝐁 13


