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Abstract

The Distributed Constraint Satisfaction Problem (DCSP) is proven more and more one of the Distributed Artificial Intelligence concepts (DAI) most promising to model and to solve a great number of real problems. Within the reasoning framework by distributed constraints, several works relating to the solutions research methods adapting were proposed. In this paper, we present a resolution method of the Air Traffic Control Problem (ATCP) based primarily on a modeling in form a DCSP. The idea of this modeling consists in defining a set of agents. Each agent, laying out a knowledge bases, has in charge to resolve a conflict of the planes couple. This resolution, delivered in form actions on the planes, will be regarded as constraints for the other agents. The resolution of the conflicts inter-agents is then carried out by adapting Distributed Backtracking algorithm to fulfil the requirements of the dealt with problem.
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1. Introduction

Constraint Satisfaction Problems (CSPs) is one of the fields of Artificial Intelligence which makes great strides. They make it possible to represent in a simple form a great number of real problems. Solving a CSP consists in assigning values to variables such that none of them is violated. Various problems can be represented as a CSP. Lots of these problems are of distributed nature. Their representation as CSP is sometimes impossible and sometimes consumes a lot of time and/or space. To solve this problem one the concept of Distributed Artificial Intelligence (DAI) was  implemented. Within this framework was developed the formalism known as DCSPs for Distributed Constraint Satisfaction Problems

Several approaches were proposed. In [8], a distributed CSP is a CSP in which variables and/or constraints are distributed between several agents. Solving such a problem consists in finding a consistent combination of actions of the agents. Various models of resolution of these CSPs were recently proposed [6, 7, 12, 18, 19]. In [18] the researchers defined DCSPs as distributed problems which one seeks to solve. They define informally DCSPs as binary CSPs where the variables are distributed among various agents. These agents communicate by sending messages and have the whole knowledge related to their variables i.e. domains/constraints. Their approach uses a variable by agent as well as a sufficiently realistic communication system (on each channel the command of reception corresponds to the command of emission, transmissions are done in a finite time). In [7] the researchers defined a formalism of DCSPs in finished fields. It constitutes an extension to the definition of the CSPs. Intuitively, a DCSP is a CSP where the variables and the data related to the variables (fields, constraints) are distributed among the agents of a distributed system. Many problems of application belong to this field: distributed resource allocation [1], distributed scheduling [15, 17], search for distributed information [5]. We propose, in this paper, to apply the techniques of DCSPs to a real field such as the Air Traffic Control Problem (ATCP). The air traffic knew a very significant progression during the last decades and all the forecasts tend to show that this growth should hardly slow down in the next years. The first goal of the air traffic control is to ensure the safety of the aircraft. The second goal, is to ensure a flow as optimal as possible of traffic, in particular in term of delays [4]. First, we will present the air traffic control problem and some essential definitions for the comprehension of this paper. Then, we present our objective and the way in which we proceed for the representation and the resolution of the air conflicts.

1.1. Presentation of the air traffic control problem
The planes take off of their starting aerodrome and join their aerodrome of destination by borrowing a controlled airspace. Inside this space, the prevention of the collisions between the various apparatuses, is not assured by the pilots who frequently are not informed of the surrounding traffic, but by air controllers on the ground. They have the means of detection and have under their eyes totality of the traffic. Controlled air space is divided into sectors of control defined in three dimensions. Each sector of control is under the responsibility of a team of controllers (in general two). A team of controllers can run out the traffic in a sure way only if the workload to which it is subjected remains within certain limit. However this workload grows with the number of aircrafts located inside the sector. The main objective of the air traffic control being the security. A team of controllers will not be able to accept in her sector more a certain number of aircrafts per hour: this number is called the capacity-sector. It is defined for each sector during negotiations between trade unions and directions. The reasoning of the controllers, to solve the air conflicts, relates to the identification of the conflict which consists in knowing its geometrical and temporal nature. Then the controllers intervene by relevant actions of resolution of the problem.
Definitions

Air route : 

The advance of a plane in space is a series of segments of right-hand side, connecting points of carry forward called beacons. 

Control on the way: 

It is about control outside the zones surrounding the airports (one speaks about control of approach).

Sectors of control: 

The airspace is divided into sectors of control. Each sector is entrusted to one, or more often two, controllers, who have the responsibility of ensure the separation of the aircrafts in this portion of space. The transfer of a plane of a sector to another sector is the object of a coordination between the controllers in charge of the two sectors.

Separations : 

One defines a horizontal distance expressed in nautical miles (Nm), horizontal separation, and a vertical distance expressed in feet (ft): vertical separation. It is said that two planes are separate when the distance which separates their projections on a horizontal level is higher than horizontal separation or when the difference in their altitudes is higher than vertical separation. 

Elementary conflict: 

Two planes are known as in conflict when they are not separate any more. 

1.2. Some approaches suggested for the resolution of the air conflicts

Various approaches were proposed to help with the resolution of conflicts:

Complete centralized automation: 

There are proofs showing that the realization of an automated system of control is not a pure dream. On such an assumption, a central system manages the whole of the planes present in space, and gives them the control statements necessary to the resolution of the conflicts. The principal problem is the transition towards such a system from the current system. 

Delegation of tasks: 

In this case, one tries to carry out a dynamic sharing of the tasks between the man and the machine within a same sector of control; the computer would deal with certain conflicts and would leave the man in charge of the remaining traffic. The major disadvantage is that it supposes a total confidence of the man towards the computer, and the distribution of traffic and the resolutions which he carries out. 

Autonomous approach: 

In this type of approach, one supposes that the planes being in a certain zone of space (for example with the top of 32000 ft) use sensors and embarked algorithms to carry out themselves the detection and the resolution of conflicts. The problem is that each plane has only one limited vision of the world which surrounds it; it is thus perfectly likely to choose maneuvers of short-term avoidance which can appear disastrous on the long term, either in term of security, or in term of effectiveness. 

For more details on these various approaches one will be able to refer to [3, 4, 9].

1.3. Objective 

With an aim to help the air controller to make his decisions during the detection-resolution of conflicts. We propose a modeling of the problem of air traffic control as a DCSP. For this purpose, it is enough to identify the agents, the variables, the fields of values which can take these variables and the constraints of the problem. However, the symbolization of the constraints poses many difficulties. For that, we proposed a representation and a geometrical and temporal formalization of the problem of air conflicts based on the formalism of the logic of the first order predicates [3, 9]. This formalization will be used to solve the conflicts between the planes two by two. The result of this resolution will be considered as  distributed constraints between the various agents. The latter represents the planes. Then, we adapted a method of distributed resolution in particular backtracking approach DIBT (for Distributed Intelligent BackTracking) proposed in [6]. The remainder of paper is organized as follows: in the following section we make a brief review on DCSPs and clarify the method of search for solution DIBT. The representation of the air conflicts as a distributed constraints satisfaction problem  will be presented in section 3. In this same section we will treat geometrical and temporal formalization air conflicts as well as the situations of conflicts. Section 4 is reserved for the modeling of this problem as a DCSP. Then, we present in section 5 an algorithm of representation and total resolution of these air conflicts followed by a technical resolution. Lastly, in section 6, we report gathering some prospects to this work.

2. Distributed Constraint Satisfaction Problems
2.1. Presentation 
Classically, the CSPs were defined to answer a range of centralized architecture problems. A finished CSP defined by the triplet (X, D, C), with X = {x1,…, xn}, is a set of n variables; D = {D1,.., Dn}, is a set of n domains. Di is the domain of values associated with variable xi and C = {c1, …, cm}, is a set of m constraints of the problem.

Solving a CSP consists in assigning values to variables in order to satisfy all the constraints. In general, the CSPs are solved by traditional methods combining a whole mechanism of search with Backtrack (BT) [11] and a mechanism of reinforcement of coherence with each node of search [13, 16]. An adaptation of the algorithm BT to the domain of control of the air traffic is proposed in [10]. DCSPs are CSPs where the variables and/or the constraints are distributed on processes called agents. Formally, a DCSP defined by the 4-uplet (X, D, C, A), where X, D and C represent the same sets as those mentioned above, and A = {A1, ..., Ap}, is a whole of p agents. As in the centralized case, a solution of the DCSP is an assignment of values to variables satisfying all the constraints. DCSPs are solved while being based on a coordination of actions between the p agents. Each one having a process of satisfaction of constraints. The agents communicate between them by sending messages. An agent can send messages to the others if and only if he knows their addresses in the network. The time of messages sending is finite.  

We propose to solve the problem of the air conflicts as a whole by models of resolution of DCSPs in particular by the algorithm “Distributed Intelligent BackTracking” (DIBT) proposed in [6]. For that, we see again the principle of this algorithm.
2.2. Distributed Backtracking 
The algorithm Distributed Backtracking DIBT is an adaptation within the distributed framework of the algorithm of "intelligent" return, Graph Based Backjumping [2]. This algorithm supposes a structuring of the whole agents. This task is achieved by the call of the Distributed method of Agents Ordering known as DisAO [6, 7]. This method allows performing in a distributed way any scheduling of a system agents. To ensure the completion, it is considered a total order in the instantiation of the problem variables. In the graph of constraints, the constraints form a direct acyclic graph, on which hierarchy of the agents is built based on heuristics (max-degree for example). This hierarchy divides the agents into several levels under two conditions:

1. only one agent at the head of the graph;

2. no constraint must appear between agents on the same level.

Given an agent of the hierarchy, its dealings parents, (-, are the constrained agents with him and which appear on the higher levels of the hierarchy. Conversely, its dealings children, (+, are the constrained agents with him and which appear on the lower levels of the hierarchy. A constraint between two agents Ai and Aj is controlled by the agent being on the low level. In the figure 1, we present an example extracted from [6] concerning a DCSP and its structuring using the heuristics max-degree (figure 2). 

Example of agents structuring

The problem comprises 6 agents, each agent represents a variable xi with i = 1, 2, ..., 6 (figure 1). Scheduling is done according to the degree of each variable (i.e. max-degree ordering). The most constrained agents are put higher in scheduling (x1 in figure 2). At the beginning, a phase of local exchanges makes it possible to the agents to know the degree of each connected variable. Then, each agent is able to locally determine among its dealings those which will be “preceding” during the resolution and those which will be “next”. In the figure 2, the arrows follow the relation of order. This relation represents the transmission of the values chosen by each agent. Indeed, during the phase of search by the algorithm DIBT, each agent will instantiate its variable by respecting the values selected and communicated by its preceding dealings and will send its value of instantiation to its next dealings. The hierarchy comprises 3 distinct levels. Inside each level, the agents are two by two independent. 

                                    x2

                  x3                                x4 

                                    x1

                     x5                          x6

Figure 1 : Example of a DCSP
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Figure 2 : Example of a structuring 

using the heuristics max-degree
In the algorithm DIBT, each agent instantiate its variable by respecting the constraints which it shares with its Preceding (agents (-PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$") [7]. If such an instantiation is possible, the agent informs its next agents (agents (+)  of its state. If instantiation is not possible, a context of failure is built and addressed to the agents Preceding (agents (-). So as not to weigh up this paper, we propose to the reader, for more details on DIBT, to refer to [6, 7]. 

We will re-use this technique of DIBT for the search for solutions to the problem of the air traffic control. With this intention, we will propose a modeling of this problem as a DCSP.

3. Representation of the Air Conflicts as a Distributed Constraints Satisfaction 
In this paragraph, we will propose a compromise between the Distributed Constraint Satisfaction Problems (DCSPs) and the Air Traffic Control Problems (ATCPs).

3.1. Principle 
To represent the ATCP as a DCSP, we propose to make explicit the variables, the domains of values which can take these variables, then constraints and agents of the problem. We consider that each plane represents a variable. Each variable has as a domain of values the set of sectors available to the airline. Then, to generate the constraints, we propose to gather the variables in C2n couples of variables in conflicts. With each couple, we associate a process called agent. This last takes care of the resolution of the conflict between the two planes put under its responsibility and of the information for the agents surrounding it by sending messages explaining its choices of values (sectors). This resolution will be then taken as constraints that must share this agent with all the others. Lastly, the various resolutions delivered by the various agents will be considered as a set of constraints of the global problem ATCP. Thus, we define a DCSP(ATCP) related to the problem of air traffic control to which we propose to apply the approach DIBT described previously for a global resolution of all the conflicts. Formally, a DCSP(ATCP) defined by the 4-uplet (X, D, C, A), where:

( X = {x1, x2,…, xn}, set of n planes;   

( D = {d1,…, ds, g1,…, gs, p, h1,…, hs, b1,…, bs},  

domain of the all planes;  

( C = {C1, …, Cm},  is a set of m constraints;     

( А = {A1,…, Ap}, is a finite set of  p = C2n agents.

However, the modeling of the constraints of this problem is not an obvious task. So, we propose to describe these conflicts by geometrical and temporal predicates (paragraphs 3.2 and 3.3) and to propose a base of knowledge on which is based the agent to generate its constraints (paragraphs 3.4 and 3.5). These constraints thereafter will be distributed between all the planes. 

3.2. Formalization of the Air Conflicts
3.2.1. Problem Presentation

The reasoning of the controllers, to solve the air conflicts, relates to the identification of the conflict which consists in knowing its geometrical and temporal nature. Then the controllers intervene by relevant actions of resolution of the problem. These actions are presented as maneuvers of resolution of the conflict between planes two by two. We will focus on the trajectories made up either by two segments crossing on a common point called crossing point noted PT; or by three segments crossing on two points thus forming the central segment called segment of crossing noted [ESi, SSi] (figure 3). Ei and Si with i = 1, …, 4 are respectively the inputs and the outputs of the planes. 


Figure 3 : Example of conflicts to solve

3.2.2. Conflicts formalization
We will consider the following sets : 

A = {1,..., n}, set of planes; 1, 2,…, n  are the planes identifiers; n = number of planes in conflict.

M = { G, D, P, H, B}, the set of the qualitative values of geometrical description.  In theory, G = {G1,…, Gkg}, D = {D1,..., Dkd}, P = {p}, B = {B1,…., Bkb} et H = {H1,…, Hkh}, with “ky” is the “kth”  sector which can be with the position “y” compared to the initial position. For reasons of simplification, we consider that the sets G, D, B and H are singletons indicating one respectively and only one on the left being sector, on the right, in bottom and top compared to the plane in question.  The atom  G = Left orientation, atom  D = Right orientation, atom  H = Top orientation, atome  B = Bottom orientation, atom  P = no orientation which means that the plane  Persists on its initial trajectory and it’s also the orientation  defined by default.

M' = {G, D, H, B} : sub-set of M.

M'1 = {G, D} and M'2 = {H, B}, two sub sub-set of the sub-set of M'.

C = {S, PT}: set of geometric standards indicating the type of crossing between two planes. The atom S indicates the segment of crossing, atom PT indicates the point of crossing.  

S =  {MS, SI} : set of elements indicating the direction of displacement of the planes.

Atom MS indicates the same direction, atom SI indicates the opposite direction.

3.3. Predicates of description of  conflicts situations

There is geometrical predicates and temporal predicates.

3.3.1.  Geometrical predicates

The geometrical description of the situations of conflicts is defined by the following predicates:

* CONFLIT(i, j) : is true if planes i and j are in conflict;

* POSITION(i, G, j) (resp POSITION(i, D, j), POSITION(i, H, j) and POSITION(i, B, j)) Signify  that the plane i is located on the left (resp on the right, on the top and on the bottom) of the plane before their crossing;

* CROISEMENT(i, j) : is true if Ei and Si are on both sides of the right-hand side (EjSj);

* SENS(i, j, e, s), with e(C = {S, PT}   and s(S = {MS, SI} : indicate the direction of displacement of the planes each one compared to the other;

* TOURNE(i, m ) with m ({G, D, P, H, B}: indicate the initial trajectory of the plane i.

For the couples two segments, and by taking account of the direction of displacement, one will call the segment of input [Ei, PT]: the section of the flight plan located between the point of takeoff Ei of the plane i and its point of crossing PT. One defines in the same way the segment of output [PT, Si]. One has the following possibilities :

1°- One defines by TOURNE(i, D) the predicate which indicates that the initial trajectory has the segment of output in the half-plane of right-hand side, this half-plane is defined compared to the line passing by the segment of input. 

2°- One in the same way defines the predicate TOURNE(i, G), TOURNE(i, H) and TOURNE(i, B) which state respectively that the segment of output is on the left, on the top and on the bottom.

3°- TOURNE(i, P) characterizes the co linearity of the segments of input and of output and thus the initial trajectory is rectilinear.

The rectilinear trajectory is the trajectory taken by default in the absence of predicates characterizing a trajectory. For a detailed study of these trajectories, one will be able to refer to [3, 9].

3.3.2. Temporal predicates

-  Predicate PREMIER(i, j): indicate that plane i arrives, in time, before the plane j, at the point of crossing PT;

- Predicate SIMUL(i, j): ): indicate that two planes i and j arrive simultaneously at the point of crossing PT.

3.4. Formalization of conflicts situations

The premise part presents two logical sub-expressions: The expression of the geometrical situation (SG) and the expression about passage of the planes at the point of crossing PT. 

The conclusion part of the rules is the set of the maneuvers which are sufficient for the resolution of the problem of conflict between two planes.

( i, j ( A, suppose that POSITION(i, m, j) and  CONFLIT(i, j) are true for all the 37 Following instantiations.

3.4.1. Two segments Crossings, with  trajectories crossing
( s ( S,  ( i, j ( A  with i ( j,  (m, m' ( M,  ( n ( M’,

POSITION(i, n, j) ( SENS(i,j,PT,s) ( CROISEMENT(i, j) ( TOURNE(i, m) ( TOURNE(j, m').

Only the expression (TOURNE(i, m)  (  TOURNE(j, m')) determine the number of combinations. 25  possible instantiations numbered from 1 to 25.

3.4.2. Two segments Crossings, without  trajectories crossing

( s ( S, S = {MS, SI}; two combinations and by taking account of the two orders of passages (simultaneous passage and sequential passage). On the set four numbered combinations from 26 to 29:

Arrival, planes i and j, are sequential :

26. SENS(i, j, PT, MS) ( (CROISEMENT(i, j) ( PREMIER(i, j) ;

27. SENS(i, j, PT, SI) ( (CROISEMENT(i, j) ( PREMIER(i, j) ;

Arrival, planes i and j, are simultaneous:
28. SENS(i, j, PT, MS) ( (CROISEMENT(i, j) ( SIMUL(i, j) ;

29. SENS(i, j, PT, SI) ( (CROISEMENT(i, j) ( SIMUL(i, j).

3.4.3.  Crossing three segments 

The crossings three segments with and without crossing of the trajectories and taking account of the order of passage between the two planes, enable us to detect eight numbered possible instantiations from 30 to 37:

Arrival, in the segment of crossing, of plane i before plane j:

30. SENS(i, j, S, MS)  ( CROISEMENT(i, j)      ( PREMIER(i, j) ;

31. SENS(i, j, S, SI)    ( CROISEMENT(i, j)      ( PREMIER(i, j) ;

32. SENS(i, j, S, MS)  ( (CROISEMENT(i, j)   ( PREMIER(i, j) ;

33. SENS(i, j, S, SI)    ( (CROISEMENT(i, j)   ( PREMIER(i, j) ;

Arrival,  in crossing segment,  planes i and j is simultaneous:

34. SENS(i, j, S, MS)  (  CROISEMENT(i, j)   ( SIMUL(i, j) ;

35. SENS(i, j, S, SI)    (  CROISEMENT(i, j)   ( SIMUL(i, j) ;

36. SENS(i, j, S, MS)  ( (CROISEMENT(i, j) ( SIMUL(i, j) ;

37. SENS(i, j, S, SI)    ( (CROISEMENT(i, j) ( SIMUL(i, j).

It should be noted that we eliminated the redundant situations.

3.5. Actions on planes

To solve the conflict between the planes, some actions are done.

The possible actions on a plane are of five types:

Predicate MANŒUVRE(i, Dk) (resp. MANŒUVRE(i, Gk), MANŒUVRE(i, Hk) and MANŒUVRE(i, Bk)) indicate that plane i is transfered with the kth sector on the right (resp. on the left, on the top or on the bottom) compared to its direction of displacement.

Predicate MANŒUVRE (i, P) indicates that plane i persists on its initial trajectory.

The initial trajectory is taken by default in the case of lack of indication of maneuver.       

Predicate DIRECT(i, Gk) (resp. DIRECT(i, Dk), DIRECT(i, Hk) et DIRECT(i, Bk)) indicates that plane i can make a maneuver with the kth sector on the left (resp. on the right, on top or bottom) of setting into direct on the output point Si.

One will present the base of rules used by the agent to solve the local conflict.

The resolution of a conflict between two planes i and j suppose that the predicates CONFLIT(i, j) and POSITION(i, m, j) with m ( M'1  are implicitly taken into consideration in the following base of rules:

( i, j ( A with i(j, ( m, m'(M'1  with m(m',

R1.  ( e ( C,

PREMIER(i, j) ( SENS(i, j, PT, MS) ( CROISEMENT(i, j)  (  MANŒUVRE(j, m) ;

R2.  ( e ( C,

PREMIER(i, j) ( SENS(i, j, S, MS) ( CROISEMENT(i, j)  (  MANŒUVRE(j, m) ;

R3.  ( e ( C, SIMUL(i, j) ( SENS(i, j, PT, MS)  ( TOURNE(i, m) 
           (   

MANŒUVRE(i, m') ( MANŒUVRE(j, m) ;

R4.  ( e ( C, SIMUL(i, j) ( SENS(i, j, PT, MS)  ( (TOURNE(j, m')   

(  

MANŒUVRE(i, m') ( MANŒUVRE(j, m) ;

R5.  ( e ( C, SIMUL(i, j) ( SENS(i, j, S, MS)  ( TOURNE(i, m)    


(   

MANŒUVRE(i, m') ( MANŒUVRE(j, m) ;

R6.  ( e ( C, SIMUL(i, j) ( SENS(i, j, S, MS)  ( (TOURNE(j, m')   


(   

MANŒUVRE(i, m') ( MANŒUVRE(j, m) ;

R7.  SIMUL(i, j) ( SENS(i, j, PT, MS) ( TOURNE(j, m’) ( (TOURNE(i, m) ( MANŒUVRE(i, m') ( MANŒUVRE(j, m) ( MANŒUVRE(j, m') ;

R8.  (CROISEMENT(i, j) ( PREMIER(i, j) ( (SENS(i, j, S, SI)     (  MANŒUVRE(i, m) ( MANŒUVRE(j, m) ( MANŒUVRE(j, m');

R9.  SIMUL(i, j) ( (CROISEMENT(i, j)   (      

MANŒUVRE(i, m)  ( MANŒUVRE(i, m') ( MANŒUVRE(j, m) ( MANŒUVRE(j, m') ;

R10.  CROISEMENT(i, j) ( SENS(i, j, S, SI)  (  MANŒUVRE(i,m)  ( MANŒUVRE(i,m') ( MANŒUVRE(j, m) ( MANŒUVRE(j, m');

R11.  SENS(i, j, S, SI) ( CROISEMENT(i, j) ( PREMIER(i, j) ( MANŒUVRE(i, m) ( MANŒUVRE(i, m')  ( MANŒUVRE(j, m') ;

R12.  SENS(i, j, S, SI) ( (CROISEMENT(i, j) ( PREMIER(i, j)   (  MANŒUVRE(i, m) ( MANŒUVRE(i, m')  ( MANŒUVRE(j,m).

As Well, when we consider the case where m ( M'2, we have 12 other rules relative to the vertical plan.

4. Modelling of the ATCP as a DCSP 

We will consider a set of variables X = {x1,…, xn}, representing the set of n planes, where x1,…, xn are the identifiers of the planes; a set of agents A = {A1,…, Ap}, with p = C2n  is the number of agents. Each agent represents a couple of planes in conflict and takes care of the resolution of this last. The resolution of the conflicts inter-agents is fulfilled by sending messages based on the two algorithms DisAO and DIBT described in [6, 7]. We suppose that the domain of values is the same one for all the variables, that is to say D = {d1,…, ds, g1…, gs, p, h1,…, hs, b1,…, bs}, with “s” is the sth  sector which can be on the right, on the left, in top or bottom compared to the initial sector. Lastly, we consider that the constraints of the problem of total conflict are the various resolutions delivered by the various agents. In other words our DCSP is:

( X = {x1, x2,…, xn}, set of n planes;   

( D = {d1,…, ds, g1,…, gs, p, h1,…, hs, b1,…, bs},  

set of sectors, domain of the all planes;  

( C = {C1, …, Cm},  is a set of m constraints;     

( А = {A1,…, Ap}, is a finite set of  p = C2n agents.

Example 

For illustration, we consider the three numbered planes 1, 2 and 3 taken as example in figure 3. We suppose that n = 3, in other words, D = { d1, d2, d3, g1, g2, g3, p, h1, h2, h3, b1, b2, b3 }. We thus have 3 agents which are: A1 for the couple (1, 2), A2 for the couple (1, 3) and A3 for the couple (2, 3).

We indicate that MAN(i, s) means a possibility of MANŒUVRing the variable plane “ i “ of an agent to the sector of value “s”. These MANs are the result delivered by the agents at the time of the resolution of the conflicts between planes two to two (known as also local conflict).    

We have as actions of resolution:

(  for agent A1

{MAN(1,d1) ( MAN(1,d2) ( MAN(1,d3) ( MAN(1,h1) ( MAN(1,h2) ( MAN(1,h3)    (   MAN(1,b1)   (   MAN(1,b2)   (    MAN(1,b3)}   (
{MAN(1,g1) ( MAN(1,g2) ( MAN(1,g3) ( MAN(1,h1) ( MAN(1,h2) ( MAN(1,h3)    (   MAN(1,b1)   (   MAN(1,b2)   (    MAN(1,b3)}   (    

{MAN(2,g1) ( MAN(2,g2) ( MAN(2,g3) ( MAN(2,h1) ( MAN(2,h2) ( MAN(2,h3)    (   MAN(2,b1)   (   MAN(2,b2)   (    MAN(2,b3)}.

(  for agent A2

{MAN(3,d1) ( MAN(3,d2) ( MAN(3,d3) ( MAN(3,h1) ( MAN(3,h2) ( MAN(3,h3)    (   MAN(3,b1)   (   MAN(3,b2)   (    MAN(3,b3)}.

(  for agent A3

{MAN(3,g1) ( MAN(3,g2) ( MAN(3,g3) ( MAN(3,h1) ( MAN(3,h2) ( MAN(3,h3)    (   MAN(3,b1)   (   MAN(3,b2)   (    MAN(3,b3)}   (
{MAN(2,d1) ( MAN(2,d2) ( MAN(2,d3) ( MAN(2,h1) ( MAN(2,h2) ( MAN(2,h3)    (   MAN(2,b1)   (   MAN(2,b2)   (    MAN(2,b3)}   (
{MAN(2,g1) ( MAN(2,g2) ( MAN(2,g3) ( MAN(2,h1) ( MAN(2,h2) ( MAN(2,h3)    (   MAN(2,b1)   (   MAN(2,b2)   (    MAN(2,b3)}.

We identify these maneuvers, noted MAN(i,s), resulting from the actions of resolution of shared constraints between all the agents. And this, because a sector taken by a plane cannot be taken while it’s taken by another one. Consequently all the agents must know about the choice of the agent in question. This task is fulfilled by sending messages based on the two algorithms DisAO and DIBT.  Thus the constraints are distributed between C2n agents.

The possible values that can take a variable of each agent are:

(  For the couple (1, 2) of the agent A1 plane 1 can take all the elements of Di \ {p}. Plane 2 can take the set of values of Di \ {d1,d2, d3,p}.

(  For the couple (1, 3) of the agent A2 plane 1 can take, only the value p, by default. Plane 3 can take, the set of  values Di \ {g1, g2, g3, p}.

(  For the couple (2, 3) of the agent A3 plane 2 can take the set of values Di \ {p}.  Plane 3 can take, the set of values Di \ {d1, d2, d3, p}.

Notice: We make a point of announcing that the number of constraints of an agent is obtained by increasing the  number of disjunctions which is in the resolution which must be presented besides in disjunctive normal form. A conjunction, between two MANEUVREs predicates, means one and only one constraint.

Thus, agents, the variables (planes), the domain of values which can take these variables D = {d1,…, dn, g1,…, gn, p, h1,…, hn, b1,…, bn} and the Cij constraints of each agent (shared with the other agents) which take care of the resolution of the local conflict between two planes i and j [Cij=((i,m), (j,m’)) noted  Cij = (m, m’) with m, m’ ( Di] are well identified; in other words our DCSP is well defined. 

Example of DCSP related to ATCP
Let be 4 planes x1, x2, x3 and x4 (figure 3). We consider that all planes are constrained two by two.

X = {x1, x2, x3, x4}, set of planes in conflicts ;

A = {A1, A2, A3, A4, A5, A6}, set of C24  agents ;

D = {D1, D2, D3, D4, D5, D6}, set of domains of 

    values. With Di = {d, g, p, h, b} for i = 1, 2, 3, 4, 5, 6;

C = {Cx1x2,  Cx1x3, Cx2x3, Cx1x4,  Cx2x4, Cx3x4}, with :

Cx1x2 = {(d, p) ( (g, p) ( (h, p) ( (b, p) ( (p, g) ( (p, 

           h) ( (p, b)}, set of possible values for Agent A1. 

Cx1x3 = {(p, d) ( (p, g) ( (p, h) ( (p, b)}, set of 

           possible values for Agent A2.                        

Cx1x4 = {(h, g) ( (h, h) ( (b, g) ( (b, h) ( (d, g) ( (d,    

    h) ( (d, b) ( (p, g) ( (g, h) ( (p, b)}, set of possible                

           values for Agent A3.

Cx2x3 = {(p, g) ( (p, h) ( (p, b) ( (d, p) ( (h, p) ( (b,   

           p)}, set of possible values for Agent A4.             

Cx2x4 = {(d, g) ( (d, p) ( (d, h) ( (d, b) ( (g, d) ( (g2,

           p) ( (g, h) ( (g, b) ( (p, d) ( (p, g) ( (p, h) (          

          (p, b) ( (h, d) ( (h, g) ( (h, p) ( (h, b) ( (b, d) ( 

          (b, g) ( (b, p) ( (b, h)}, set of possible values for 

          Agent A5.

Cx3x4 = {(d, g) ( (d, h) ( (d, b) ( (g, g) ( (g, h) ( (p,  

          d) ( (p, h) ( (p, b) ( (h, g) ( (h, b) (   (b, g) ( (b, 

          h)},  set of possible values for Agent A6.

The Agent Ai takes care of the resolution of the conflict between the two planes put under its responsibility and of the information for the agents surrounding it by sending messages explaining its choices of values (sectors). 

Now, it remains to apply one of the methods of search for solutions. We chose the adaptation of the approach Distributed Backtracking presented in [6, 7]. We present the algorithm below and representation of resolution of the air conflicts as well as the technique implemented.

5. Algorithm of representation and resolution of the ATCP
5.1. Algorithm 

We present this algorithm in three pseudo codes P1, P2 and P3. In P1, we identify the variables and their domains, in P2 we identify the agents which will give rise to the constraints of the problem and in P3 we present the method of total resolution of all the conflicts.

The pseudo code P1 to identify the variables and their domains.

 1( X = {x1, x2,…, xn}, set of  variables (planes);   

  n = number of planes 

 2( D = {d1,…, ds, g1,…, gs, p, h1,…, hs, b1,…, bs},                         

                domain of the variable xi                   

The pseudo code P2 to identify the agents which will give rise to the constraints of the problem.

3( А = {A1,…, Ap}, is a finite set of p = C2n agents    

4( ;; Distribution of conflicts between agents

                 for i = 1  to  n - 1

                     for k = 1  to  n – i 

            consider just couples of planes like (xi, xi+k)  

            giving rise to the agent Ai,i+k
5( ;; Resolution of local conflict between couples

      for xi, xj ( A, with i ( j, only xi or only xj is

               manoeuvered and the other persists on its 

               initial trajectory 

6( if no indication of maneuver on xi 

            then maneuver (xi, p) is taken by default

7( each resolution Rij of conflict between a couple of   

      planes (xi, xj) delivered by the agent Ai, j represents

      a set of constraints for the  global problem.

The pseudo code P3 for a total resolution of all the conflicts.

8( ;; Call to the Distributed Backtracking DIBT


compute (+, (- , with the assistance of DisAO


extension of the sets  (+, (-

nearest  ←  getFirst ((-)


myValue  ←  getValue (info)


broadcast ((+, infoVal : (myValue, self))


end  ←  false


while (!end) do


    m  ←  getMsg ()


    if (m = stop) alors end  ←  true


    if (m = infoVal : (a, j)) then


       value[j]  ←  a


       myValue  ←  getValue (info)


       if (myValue) then


          broadcast ((+, infoVal : (myValue, self))



else


         broadcast (nearest, btSet : ((-, value[(-]))



if (m = btSet : (set, values) then



if (values [self] = myValue) then




myValue  ←  getValue (bt)




if (myValue) then


broadcast ((+, info Val : (my Value, self))


else


   if ((- = Ø et set = Ø ) then


     broadcast (system, stop)


     end  ←  true


   else 


      followSet  ←  merge ((-, set)


      follow  ←  getFirst (followSet) 

                    broadcast (follow, btSet: (followSet,   

                                                      value[(-] ( values))


         if (follow ( (-) then


         myValue  ←  getValue (info)


         broadcast ((+, info Val : (myValue, self))                                                                                                                     

Figure 4​​ :  Algorithm of resolution of air conflicts
In DIBT, every agent, self,  use the primitives and structures of following data: 

· myValue, value of current instantiation of the agent; 

· localDselfPRIVATE


PRIVATE "TYPE=PICT;ALT=$ localD_{\myself}$", this ordered set represents the domain of the agent; 

· value, table storing the values taken by the higher dealings; 

· getFirst(S), primitive, turns over the first element of the ordered set SPRIVATE "TYPE=PICT;ALT=$ S$"; 

· getValue(type), primitive, 

· if type='info', returns the first value of local Dself PRIVATE


PRIVATE "TYPE=PICT;ALT=$ localD_{\myself}$"compatible with the instantiation of the  agents of (-. The value is search in the initial domain of the variable; 

· if type='bt', returns the first value of local Dself PRIVATE


PRIVATE "TYPE=PICT;ALT=$ localD_{\myself}$"located after myValue, compatible with the instantiation of the agents of PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$"(-. The value is searched in the current domain of the variable. 

· merge(S1, S2PRIVATE


PRIVATE "TYPE=PICT;ALT=$ S_1,S_2$"


PRIVATE "TYPE=PICT;ALT=$ S_1$"), primitive, returns the ordered set union of the two ordered sets S1 


PRIVATE "TYPE=PICT;ALT=$ S_2$"et S2. 

PRIVATE "TYPE=PICT;ALT=\begin{algorithm"
The sets (- PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$"et (+ are resulting from partitioning of  (PRIVATE "TYPE=PICT;ALT=$ \Gamma$". This partitioning is carried out beforehand by a call to DisAO [6, 7]. These two sets are then wide as follows:

· Each agent sends to its preceding dealings his ordered set (-PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$"; 

· At reception of each set (-PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$", an agent adds in his set (+ the set of agents located before him in the ordered set. Then, it sends to each agent lately inserted a request for insertion in (-PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$"; 

· At the reception of each request for insertion,      an agent inserts the sender in the ordered set  (-.PRIVATE "TYPE=PICT;ALT=$ \Gamma^-$" 

5.2. Technique of resolution 
The execution of the algorithm of representation and resolution of the air traffic control problem is done in three steps:

Step 1 :
It consists of the definition of the variables and the domains of values which can take these variables. In our case, the variables are the various planes in conflicts and the values are the various sectors available to the airline possibly operator of this method of resolution.

Step 2 :
It consists in the distribution of the conflicts between n planes in couples of conflicts and affectation of an agent with each couple. Each agent will have the role of solving the conflicts between planes two to two. These resolutions will be taken as distributed constraints between the various agents with an aim of defining a DCSP dealing with the problem of air traffic control.

Step 3 :
It consists of the search for one or several solutions to ensure the total resolution of the conflicts between n planes in question. This task is achieved by the algorithm Distributed Backtracking DIBT. This last considers the results produced by the various new agents as constraints of its DCSP defined before. 

6. Conclusion 
With an aim of helping the air controller to make his decisions at the time of the detection-resolution of conflicts. We made the study of the problems of the air traffic and certain concepts of the Artificial Intelligence, in particular the Distributed Constraints Satisfaction Problems (DCSPs). The latter makes it possible to represent in a simple form a great number of real problems. In this objective, we modelled the problem of the air conflicts as DCSP. We adapted the concept of agent. Each agent makes it possible to solve the conflicts between a couple of planes. The results of the various agents will be considered as a set of distributed constraints which will be then used, by algorithm DIBT, to solve the problem of the conflicts as a whole. The planes are the variables of the DCSP adapted to the case of the air conflicts, the maneuvers are the values which can take these variables. In addition, the techniques which we presented need to be enriched and validated. Also, it seems that the increase in the traffic and the economical constraints will make it necessary to do serious technological developments of the air traffic management. 
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