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§ Université de Nı̂mes, France
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Abstract—The detection of small objects from aerial images
is a difficult signal processing task. To localise small objects
in an image, low-complexity geometry-based approaches can be
used, but their efficiency is often low. Another option is to use
appearance-based approaches that give better results but require
a costly learning step. In this paper, we treat the specific case
of manhole covers. Currently many manholes are not listed or
are badly positioned on maps. We implement two conventional
previously published methods to detect manhole covers in images.
The first one searches for circular patterns in the image while the
second uses machine learning to build a model of manhole covers.
The results show non optimal performances for each method.
The two approaches are combined to overcome this limit, thus
increasing the overall performance by about forty percent.

I. INTRODUCTION

Urban growth is an ongoing trend and one of its direct
consequences is the development of underground utility net-
works. Over the past century it was common practice for
public service providers to install, operate and repair their
networks separately [6], so it is now very difficult to find
accurate records of utility network maps in cities in both
industrialized and developing countries. This crucial problem
will worsen as cities expand and their networks increase in
size and complexity [2] [3]. Urban works will thus be more
prone to delays with concomitant additional costs [9] [10].
However, some of these networks have surface access traps
which may be visible on airborne or satellite images. If
correctly detected, these elements could serve as indicators
of underground utility networks. Furthermore, they can be
used as landmarks in photogrammetric applications [11] or in
geotechnical works such as subsidence calculations [8]. We put
forward a methodology to detect small urban objects, namely
manhole covers and grates, on very high-resolution aerial and
satellite images. Two methods are tested. The first is based on
a geometrical circular filter whereas the second uses machine
learning to retrieve some patterns. The results are compared
and combined in order to benefit from the two approaches.

II. METHODS

A. Circular detection filter
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Fig. 1. Circular filter (from [4]). Left: R1 and R2 are the two main regions;
middle and right: definition of the subregions (the phase shift is π/4).

The geometrical approach is based on the method proposed
in [4] for the detection of circular patterns in a noisy and low
contrasted image. The authors propose a filter that consists
of two annular regions R1 and R2 of radius r1 to r and r
to r2, each of which is divided into eight sub-regions (see
Figure 1). The filter is applied to a grey-scaled image, obtained
with the luminance formula. Three indices are computed to
detect a circular pattern on a sliding window, using normalized
histograms of each region/subregion.

The first one estimates the similarity between two statistical
distributions using the Bhattacharyya coefficient:

S(R1, R2) =

N∑
x=0

√
p1(x)p2(x) (1)

with p1 (respectively p2) being the normalized histogram of
R1 (respectively R2) and N the maximal intensity of the
two histograms. The result of this index is 1.0 when the two
histograms are identical and 0.0 when they are completely
different. The optimal value for this index in case of a circular
pattern is thus the lowest one.

The second index is computed to avoid detection of lin-
ear patterns. It is based on a comparison between intensity
distributions of R1 and the eight sub-regions of R2:

S8 = max
j∈1...8

{
S(R1, S

j
2)
}

(2)
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where Sj
2 denotes the jth subregion of R2. This index is

low when all oriented similarity scores between R1 and R2

subregions are small.

The last index assesses the uniformity inside the two main
regions:

U(Ri) = min
j,j′∈{1..8}

{
S(Sj

i , S
j′

i )
}

(3)

where i stands for the region and j, j′ for the subregions.

The three indexes are merged in a global index for circular
pattern detection:

ζ = (1−max {S(R1, R2),S8}) ·U(R1) ·U(R2) (4)

The greater the value of ζ, the higher the likelihood of a
circular pattern.

B. Machine learning approach

The appearance approach uses a machine learning algo-
rithm which builds a model from data. This method is quite
efficient for urban object detection [12]. The learning step
involves in three stages [7]. 1) We extract small images of
manhole covers and small random images from the training
database. Each small image is resized to a constant size in
order to be robust to all scale. 2) To transform the data to a
feature vector, we extract multiple histograms from oriented
gradients (HOG) [5]. Each HOG vector measures the distri-
bution of the gradient angles within the image. 3) The final
step consists in using a linear SVM classifier [1] to create the
required model.

During the evaluation step, a sliding window evaluates all
the positions and scales in the entire image.

C. Merging the approaches

There is a marked difference between the two approaches.
The first one uses only pixel intensity while the second one
uses a robust model that is built from the gradient. We
experimentally observed that the false positives varied from
one approach to the other. Therefore, we combined the results
from the two methods to increase the detection performance.
The final score is obtained by merging the scores given by
each approach.

Let f(x) be a function that returns the value of ζ for a pixel
x (Eq.4) rescaled between 0 and 100, and g(x) is a function
that returns the probability of a pixel x being a manhole cover
center by the machine learning approach. The product function
between f and g is called h (Eq. 5) and is used as a score
value for the presence of manhole covers.

Note that all the objects may not be detected by both
methods. For instance, function f returns a null score for
rectangular shapes. We thus suggest other functions for scoring
the presence of a manhole cover, s(x) for the sum (Eq. 6),
n(x) and m(x) for the min and max (Eqs. 8 and 7). Scoring
functions are evaluated in the experimental section III.

h(x) = f(x).g(x) (5)

s(x) =

{
2.f(x) g(x) = 0
2.f(x) f(x) = 0
f(x) + g(x) otherwise

(6)

m(x) = max(f(x), g(x)) (7)

n(x) = min(f(x), g(x)) (8)

The results are compared in terms of precision and recall:

precision =
TP

TP+FP
(9)

recall =
TP

TP+FN
(10)

with TP: true positive (number of correctly detected man-
hole covers); FN: false negative (number of omitted manhole
covers); FP: false positive (number of objects confused as
manhole covers).

III. EXPERIMENTAL RESULTS

A. Data sets

The methods were tested on a orthorectified aerial photo-
graph (5,300 x 5,500 pixels at 4 cm resolution) of the town
of Gigean in the South of France (see Figure 2). The scene
contained 125 manholes, with an average size of 80 x 80cm,
91 of which were used to build the training set and 34 were
used for the testing step. Before any localisation treatment, the
image was firstly segmented and only pixels from the road and
street networks were used.

B. Evaluation with and without machine learning

Figure 3.a illustrates the performance of the circular detec-
tion filter method using a ROC curve (precision as a function of
the recall) where the threshold applied to ζ varies. All manhole
covers could not be detected by this method because about
20% of them had a rectangular shape and were undetectable.
We also noticed a significant number of false positives. In fact,
there were many circular patterns on the road. Which were
oil spots or potholes and they were enhanced as the image is
smoothed.

The ROC curve of the machine learning method, which
has higher precision than the previous method, is plotted in
Figure 3.b. Nevertheless, poor results were obtained; for a
recall of 50%, only 20% of the objects were manhole covers.
The poor results could stem from the small size of the training
database.

C. Combined method

Figure 4 illustrates the combined method, with functions
H,M,N , which was more efficient than the separate ap-
proaches presented in section II. All the fusing methods except
the one using the s(x) function gave better results than each
method taken separately, as can be seen in Figure 5. The poorer
results obtained with the summing function s(x) were due to
the addition of all detections, including false ones. Hence, the
precision was worsened according to Eq. 9.

With the remaining functions (m(x), n(x) and h(x)), the
precision was increased by more than 25%. For instance, a
recall of 40% corresponded to a precision of approximately
43% for the machine learning approach (ML curve) and
reached 68% for the min function (N curve).



Fig. 2. Sample image with at 4 cm resolution on which we performed learning step.

(a) (b)

Fig. 3. Precision vs recall. a) with circular pattern detection; b) with the machine learning method.

We noticed that the maximum function m(x) gave a better
score: nearly twice the precision of the machine learning
method. Actually, if the classifier probability value is high, then
this response is more efficient than the dot or minimum return.
This could have two explanations. First, nearly ideal circular
shapes may be detected with high precision by the circular
filter, but may have a lower probability with the machine
learning method, which has no information on the shape. In
contrast, the circular filter gives a lower score for rectangular
manhole covers, contrary to the machine learning approach,
which is more robust.

The main shortcomings of this kind of approach is that,
when using two methods, the combined recall value is always
lower than the lowest score of each method taken separately.

IV. CONCLUSION

The objective of this work was to put forward a method-
ology to detect small urban objects on high resolution images

in order to reconstruct buried utility networks. The first case
study on a sewage network is highly encouraging, especially
considering that we had a small training set, which was used
for the machine learning method. The preliminary results show
that nearly 40% of manhole covers were detected with a preci-
sion of 80%. This compares well with the common practice of
field surveyors in southern France, who are frequently asked
to locate only one third of manhole covers in order to cut
down operational costs. Many options remain unexplored and
will be investigated in the very near future. For instance,
a square filter could be added to the geometrical detection
procedure, additional SVMs could be tested as well as other
combined methods. The high resolution of the aerial images
for the localisation of small urban objects is a highly promising
research field.
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