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1 Introduction19

The famous Kőnig-Egerváry theorem [4,8] states that the matching number ν(G) of a bipartite20

graph G equals its vertex cover number τ(G). Since a graph is bipartite if and only if it contains21

no odd cycle C2k+1 as an induced subgraph, and ν(C2k+1) = k < k + 1 = τ(C2k+1), the Kőnig-22

Egerváry theorem is equivalent to the statement that ν(H) = τ(H) for every induced subgraph23

H of some graph G if and only if G is bipartite. Considering a matching as a packing of paths24

of order 2, and a vertex cover as a set of vertices intersecting every path of order 2, it is natural25

to ask for generalizations of the Kőnig-Egerváry theorem for longer paths, and to consider the26

corresponding graph classes generalizing the bipartite graphs.27

In the present paper we study such generalizations.28

We consider finite, simple, and undirected graphs as well as finite and undirected multi-29

graphs that may contain loops and parallel edges. Let k be a positive integer, and let G be a30

graph. A k-path and a k-cycle in G is a not necessarily induced path and cycle of order k in31

G, respectively. A set of disjoint k-paths in G is a k-matching in G, and a set of vertices of G32

intersecting every k-path in G is a k-vertex cover in G. The k-matching number νk(G) of G is33

the maximum cardinality of a k-matching in G, and the k-vertex cover number τk(G) of G is34

the minimum cardinality of a k-vertex cover in G.35

Clearly,
νk(G) ≤ τk(G).

Let Gk be the set of all graphs G such that νk(H) = τk(H) for every induced subgraph H of G.36

As noted above, the Kőnig-Egerváry theorem is equivalent to the statement that G2 is the set37

of all bipartite graphs. Since ν1(G) = τ1(G) = n(G) for every graph G of order n(G), the set38

G1 contains all graphs.39

For k ∈ {3, 4}, we give complete structural descriptions of the graphs in Gk. Furthermore,40

for odd k, we give a complete structural description of the graphs in Gk that contain no cycle41

of order less than k.42

Among the two parameters νk(G) and τk(G), only the latter seems to have received con-43

siderable attention in the literature [2, 3, 9]. Note that a set X of vertices of a graph G is a44

3-vertex cover if and only if its complement V (G) \X is a so-called dissociation set [1,13], that45

is, a set of vertices inducing a subgraph of maximum degree at most 1. Probably motivated by46

this connection, the 3-vertex cover number has been studied in detail [6, 7, 10–12]. For every47

k at least 3, the hardness of the k-vertex cover number has been shown in [3]. It follows from48

known results (cf. [GT12] in [5]) that, for every integer k at least 3, it is NP-complete to decide49

for a given graph G whose order n(G) is a multiple of k, whether νk(G) = n(G)
k

, that is, whether50

G has a perfect k-matching.51

2 Preliminaries52

In this section, we collect some first observations and preparatory results concerning Gk.53

For a positive integer k and a graph G, let Pk be the set of all k-paths of G. The parameters
νk(G) and τk(G) are the optimum values of the following integer linear programs.

νk(G)


max

∑
P∈Pk

xP

s.t.
∑

P∈Pk: u∈V (P )

xP ≤ 1 ∀u ∈ V (G)

xP ∈ {0, 1} ∀P ∈ Pk
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τk(G)


min

∑
u∈V (G)

yu

s.t.
∑

u∈V (P )

yu ≥ 1 ∀P ∈ Pk

yu ∈ {0, 1} ∀u ∈ V (G)

Relaxing “∈ {0, 1}” in both programs to “≥ 0” yields a pair of dual linear programs, whose54

optimal values we denote by ν∗k(G) and τ ∗k (G), respectively. Since νk(G) = ν∗k(G) = τ ∗k (G) =55

τk(G) for a given graph G in Gk, linear programming allows to determine νk(G) and τk(G)56

for G in polynomial time. Furthermore, since Gk is closed under taking induced subgraphs,57

iteratively considering the removal of individual vertices, one can use linear programming to58

determine in polynomial time an induced subgraph G′ of G of minimum order with νk(G) =59

νk(G′) = τk(G′) = τk(G). Note that a maximum k-matching in G′ covers all vertices of G′,60

and is also a maximum k-matching in G, and that a minimum k-vertex cover in G′ is also a61

minimum k-vertex cover in G. Now, within G′, one can use linear programming to iteratively62

identify in polynomial time k-paths as well as vertices whose removal reduces the k-matching63

number as well as k-vertex cover by exactly 1, respectively. Clearly, the identified k-paths form64

a maximum k-matching in G, and the identified vertices form a minimum k-vertex cover in G.65

We discuss some generic examples of graphs in Gk, namely,66

• forests,67

• k-subdivisions of multigraphs, and,68

• k/2-subdivisions of bipartite multigraphs for even k.69

Trivially, every graph of order less than k belongs to Gk, which implies that the local structure70

of the graphs in Gk is not simple.71

The fact that all forests belong to Gk follows by a inductive argument using the following72

lemma. In fact, the lemma yields a simple polynomial time reduction algorithm that determines73

a maximum k-matching as well as a minimum k-vertex cover in a given forest. An efficient74

algorithm computing a minimum k-vertex cover in a given forest was presented in [3].75

Lemma 1 Let k be a positive integer. If the graph G is the union of a tree T and a graph G′76

such that T and G′ share exactly one vertex x, the tree T contains a k-path, but the forest T −x77

contains no k-path, then νk(G) = νk(G′ − x) + 1 and τk(G) = τk(G′ − x) + 1.78

Proof: Every k-path in T contains x. Hence, if P is a k-matching in G, then at most one path79

in P intersects V (T ). Removing any such path yields a k-matching in G′ − x, which implies80

νk(G) ≤ νk(G′ − x) + 1. Conversely, if P ′ is a k-matching in G′ − x, then adding a k-path81

contained in T , yields a k-matching in G, which implies νk(G) ≥ νk(G′ − x) + 1.82

If X is a k-vertex cover in G, then X intersects V (T ), and X \ V (T ) is a k-vertex cover in83

G′ − x, which implies τk(G) ≥ τk(G′ − x) + 1. Conversely, adding x to any k-vertex cover in84

G′ − x yields a k-vertex cover in G, which implies τk(G) ≤ τk(G′ − x) + 1. 285

The following lemma captures some natural cycle conditions for the graphs in Gk.86

For an integer n, let [n] be the set of positive integers at most n.87

Lemma 2 Let k and p be positive integers.88

(i) Every cycle of order at least k in every graph in Gk has order 0 modulo k.89

(ii) A set X of vertices of the cycle Cpk : u1u2 . . . upku1 of order pk is a minimum k-vertex90

cover in Cpk if and only if X = {ui+(j−1)k : j ∈ [p]} for some i ∈ [k].91
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(iii) If G is in G3, C is a cycle in G, and u and v are distinct vertices of C that have neighbors92

outside of V (C), then distC(u, v) ≡ 0 mod 3.93

(iv) If G is in G4, C is a cycle of length at least 4 in G, and u and v are distinct vertices of94

C that have neighbors outside of V (C), then distC(u, v) ≡ 0 mod 2.95

Proof: Note that every k-vertex cover in a cycle has to contain at least one of any k consecutive96

vertices of the cycle.97

If the graph G arises by adding some edges to the cycle Cn of order n, where n is at least98

k, then νk(G) =
⌊
n
k

⌋
≤
⌈
n
k

⌉
= τk(Cn) ≤ τk(G), which implies (i). The value of p = τk(Cpk)99

and the fact that every k-vertex cover in Cpk has to contain at least one of any k consecutive100

vertices of Cpk implies (ii).101

If G, C, u, and v are as in (iii), u′ is a neighbor of u outside of V (C), v′ is a neighbor102

of v outside of V (C), and G′ is the subgraph of G induced by V (C) ∪ {u′, v′}, then ν3(G
′) =103 ⌊

n(C)+|{u′,v′}|
3

⌋
= n(C)

3
. Since G ∈ G3, we obtain, by (i), that τ3(G

′) = n(C)
3

= τ3(C), which104

implies that every minimum 3-vertex cover in G′ is a minimum 3-vertex cover in C, and, hence,105

as described in (ii). Since u and v must both belong to every minimum 3-vertex cover in G′,106

their distance on C must be a multiple of 3.107

Now, if G, C, u, and v are as in (iv), and u′, v′, and G′ are as above, then, by (i),108

ν4(G
′) =

⌊
n(C)+|{u′,v′}|

4

⌋
= n(C)

4
. Again every minimum 4-vertex cover in G′ is a minimum109

4-vertex cover in C, and, hence, as described in (ii). Since every minimum 4-vertex cover in G′110

contains either u or both vertices at distance 2 from u within C, and the same holds for v, the111

distance of u and v on C must be even. 2112

Lemma 2 (i) and (iii) suggest that subdividing every edge of a multigraph k− 1 times yields a113

natural candidate for a graph in Gk. For a positive integer k, let the k-subdivision Subk(H) of114

a multigraph H arise by subdividing every edge of H exactly k − 1 times, that is,115

• every edge between distinct vertices u and v is replaced by a (k+ 1)-path between u and116

v whose internal vertices have degree 2, and117

• every loop incident with some vertex u is replaced by a k-cycle containing u and k − 1118

further vertices of degree 2.119

Note that the k-subdivision of a forest is a forest. Together with Lemma 1, the following lemma120

implies that Subk(H) belongs to Gk for every multigraph H.121

Lemma 3 Let k be a positive integer. If the graph G contains an induced subgraph B such that122

• B = Subk(H) for some connected multigraph H that contains a cycle, and123

• every component K of G − V (H) that contains a vertex from V (B) \ V (H) satisfies124

νk(K) = 0,125

then νk(G) = νk(G− V (H)) + n(H), and τk(G) = τk(G− V (H)) + n(H).126

Proof: Since H is connected and contains a cycle, it contains an edge e incident with some127

vertex r such that H − e contains a spanning tree T of H. Rooting T in r, assigning e to r,128

and assigning to every other vertex of H, the edge to its parent within T , yields an injective129

function f : V (H)→ E(H) such that u is incident with f(u) for every vertex u of H.130

Let Pf be k-matching of order n(H) in B that contains, for every vertex u of H, the k-path131

formed within B by u and the subdivided edge f(u). Recall that the components of G−V (H)132

4



that contain a vertex from V (B) \ V (H) contain no k-paths. Therefore, adding Pf to any k-133

matching in G−V (H) yields νk(G) ≥ νk(G−V (H))+n(H). Conversely, if P is a k-matching in134

G, then, since every k-path in G that intersects V (B) contains a vertex of H, the set P contains135

at most n(H) paths intersecting V (B). Removing all such paths from P yields a k-matching136

in G− V (H), which implies νk(G) ≤ νk(G− V (H)) + n(H).137

If X is a k-vertex cover in G−V (H), then X ∪V (H) is a k-vertex cover in G, which implies138

τk(G) ≤ τk(G−V (H))+n(H). Now, let X be a k-vertex cover in G. Clearly, X ′ = X∩V (B) is139

a k-vertex cover in B. If some vertex u of H does not belong to X ′, then X ′ must intersect all140

subdivided edges of H incident with u, in particular, X ′ contains a vertex from the subdivided141

edge f(u). Since f is injective, this easily implies that X ′ contains at least n(H) vertices. Since142

X \X ′ is a k-vertex cover in G− V (H), we obtain τk(G) ≥ τk(G− V (H)) + n(H). 2143

For even values of k, Lemma 2 (i) and (iv) suggest yet another construction based on subdivi-144

sions of bipartite multigraphs. The following lemma captures the essence of this construction.145

Lemma 4 If k is a positive even integer, and G = Subk/2(H) for some bipartite connected146

multigraph H that contains a cycle, then νk(G) = τk(G).147

Proof: In view of the Kőnig-Egerváry theorem, and, since H is bipartite, it suffices to show148

that νk(G) ≥ ν(H) and τk(G) ≤ τ(H).149

Let M be a matching in H. Contracting the edges in M yields a connected multigraph that150

contains a cycle, and arguing similarly as in the proof of Lemma 3, we obtain the existence of151

an injective function f : M → E(H) \M such that the edges e and f(e) are adjacent for every152

edge e in M . Now, for every edge e in M , the (k/2 + 1)-path corresponding to the subdivided153

edge e and the (k/2 − 1)-path corresponding to the interior of the subdivided edge f(e) form154

a k-path in G. Since M is a matching and f is injective, all these k-paths are disjoint, which155

implies ν(H) ≤ νk(G).156

If X is a vertex cover in H, then every component of G −X is a (k/2 − 1)-subdivision of157

some star. Hence, G−X contains no k-path, which implies τ(H) ≥ τk(G). 2158

3 The graphs in G3 and G4159

In this section we characterize the graphs in Gk for k ∈ {3, 4} by describing their blocks and160

conditions imposed on their cutvertices. As it turns out, the three generic examples of graphs161

in Gk discussed in the introduction are the main building blocks of the considered graphs.162

Recall that a cutvertex of a graph G is a vertex x of G for which G−x has more components163

than G, and that a block of G is a maximal connected subgraph B of G such that B itself has164

no cutvertex. An endblock of G is a block of G that contains at most one cutvertex of G. A165

block is trivial if it is either K1 or K2.166

Let H3 be the set of all graphs G such that every non-trivial block B of G satisfies the167

following condition:168

B = Sub3(H) for some multigraph H, and every cutvertex of G that belongs to B is a169

vertex of H.170

Theorem 5 G3 = H3.171

Proof: In order to show that G3 ⊆ H3, it suffices to show that G ∈ H3 for every connected172

graph G in G3. If G is a tree, then all blocks of G are trivial, and, hence, G ∈ H3. If G is a cycle,173

then Lemma 2(i) implies that n(G) is a multiple of 3, and, hence, G = Sub3(Cn(G)/3) ∈ H3.174

Now, we may assume that G is neither a tree nor a cycle. Let B be a non-trivial block of G.175
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By Lemma 2(i), the order of every cycle in B is a multiple of 3. Suppose that B contains a176

path P : u0 . . . u` such that u0 and u` have degree at least 3 in G, and u1, . . . , u`−1 have degree177

2 in G. Since B − u1 is connected, the path P is contained in a cycle C such that u0 and u`178

both have neighbors outside of V (C). By Lemma 2(iii), the length ` of P is a multiple of 3, in179

particular, no two vertices of B of degree at least 3 in G are adjacent. Let H be the multigraph180

that arises by replacing every path or cycle u0u1u2u3 . . . u3p−3u3p−2u3p−1u3p of length 3p such181

that u0 and u3p have degree at least 3 in G, and u1, . . . , u3p−1 have degree 2 in G, by the path182

or cycle u0u3 . . . u3p−3u3p of length p. Clearly, B = Sub3(H), and every cutvertex of G that183

belongs to B is a vertex of H, that is, G ∈ H3. Altogether, we obtain G3 ⊆ H3.184

It follows easily from its definition that H3 is a hereditary class of graphs, that is, it is closed185

under taking induced subgraphs. Therefore, in order to show the reverse inclusion H3 ⊆ G3,186

it suffices to show that ν3(G) = τ3(G) for every connected graph G in H3, which we do by187

induction on the order of G. If G is a tree, then Lemma 1 implies ν3(G) = τ3(G). If G is a188

cycle, then the order of G is a multiple of 3, and, hence, ν3(G) = τ3(G). Now, we may assume189

thatG is neither a tree nor a cycle. Let B be a non-trivial block ofG. Let B = Sub3(H) for some190

multigraph H such that every cutvertex of G that belongs to B is a vertex of H. By Lemma191

3 applied to B, we obtain ν3(G) = ν3(G− V (H)) + n(H) and τ3(G) = τ3(G− V (H)) + n(H).192

Since H3 is hereditary, we obtain, by induction, ν3(G− V (H)) = τ3(G− V (H)), which implies193

ν3(G) = τ3(G) and completes the proof. 2194

For some positive integer p, let the graph T (p) arise by adding an edge between the two vertices195

in a partite set of order 2 of the complete bipartite graph K2,p. Note that T (1) is a triangle,196

and that T (2) arises by removing one edge from K4.197

Let H4 be the set of all graphs G such that every non-trivial block B of G satisfies the198

following condition:199

(i) Either B = Sub2(H) for some bipartite multigraph H, and every cutvertex of G that200

belongs to B is a vertex of H,201

(ii) or B = K4 is an endblock,202

(iii) or B = T (2) is an endblock, and, if B contains a cutvertex x of G, then x has degree 2 in203

B,204

(iv) or B = T (p) for some positive integer p, at most two cutvertices of G belong to B, every205

cutvertex of G that belongs to B has degree p+ 1 in B, and, if B contains two cutvertices206

of G, then there is one cutvertex x of G in B such that every vertex in NG(x) \ V (B) has207

degree 1 in G.208

See Figure 1 for an illustration of (iv).209
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Figure 1: T (p) as a non-endblock of a graph in G4.
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Theorem 6 G4 = H4.210

Proof: As before, in order to show that G4 ⊆ H4, we show that G ∈ H4 for every connected211

graph G ∈ G4. If G is a tree, then clearly G ∈ H4. If G is a cycle, then Lemma 2(i) implies212

that n(G) is either 3 or a multiple of 4, and, hence, G ∈ H4. Now, we may assume that G is213

neither a tree nor a cycle. Let B be a non-trivial block of G.214

The three graphs G1, G2, and G3 in Figure 2 are forbidden subgraphs for the graphs in G4.215

In fact, each of these graphs contains a 4-path but has order less than 8, which implies that216

adding edges yields graphs with 4-matching number 1. Conversely, their 4-vertex cover number217

is 2, and adding edges can only increase this value.218
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tt
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t t
t
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��

G3

t
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t
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��@
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Figure 2: Three forbidden subgraphs for the graphs in G4.

First, we assume that B contains two adjacent vertices x and y with exactly p common neighbors219

z1, . . . , zp, where p ≥ 2. Let Z = {z1, . . . , zp} and U = {x, y} ∪ Z. If x has a neighbor x′ in B220

outside of U , then, since B has no cutvertex, a path in B − x between x′ and U \ {x} together221

with a suitable path within B[U ] yields a cycle of order at least 4 whose order is not a multiple222

of 4, contradicting Lemma 2(i). Hence, x, and, by symmetry, y do not have neighbors in B223

outside of U . A similar argument also implies that z1, . . . , zp do not have neighbors in B outside224

of U , which implies that V (B) = U .225

If Z is not independent, and p ≥ 3, then B contains a cycle of order 5, contradicting Lemma226

2(i). Hence, if Z is not independent, then p = 2, which implies that B is K4. Since G does227

not contain G1 as a subgraph, we obtain that B is an endblock, that is, B is as in (ii) in228

the definition of H4. Hence, we may assume that Z is independent. If some vertex in Z is a229

cutvertex of G, then, since G does not contain G1 or G3 as a subgraph, we obtain that p = 2,230

and that B is an endblock, that is, B is as in (iii) in the definition of H4. Hence, we may assume231

that no vertex in Z is a cutvertex of G, which implies that at most two cutvertices of G belong232

to B, and that every cutvertex of G that belongs to B has degree p+ 1 in B. Furthermore, if233

B contains two cutvertices of G, then, since G does not contain G2 as a subgraph, there is one234

cutvertex x of G in B such that every vertex in NG(x) \ V (B) has degree 1 in G, that is, B is235

as in (iv) in the definition of H4.236

Next, we assume that B contains a triangle with vertices x, y, and z, but that no two237

adjacent vertices in B have more than one common neighbor. Arguing as above, we obtain238

V (B) = {x, y, z}, and, since G does not contain G1 or G2 as a subgraph, it follows that B is239

as in (iv) in the definition of H4. Hence, we may assume that B contains no triangle.240

Suppose that B contains a path P : u0 . . . u` such that u0 and u` have degree at least 3 in241

G, and u1, . . . , u`−1 have degree 2 in G. Since B − u1 is connected, the path P is contained242

in a cycle C such that u0 and u` both have neighbors outside of V (C). By Lemma 2(iv), the243

length ` of P is even, in particular, no two vertices of B of degree at least 3 in G are adjacent.244

Let H be the multigraph that arises by replacing every path or cycle u0u1u2 . . . u2p−2u2p−1u2p245

of length 2p such that u0 and u2p have degree at least 3 in G, and u1, . . . , u2p−1 have degree246

2 in G, by the path or cycle u0u2 . . . u2p−2u2p of length p. Clearly, B = Sub2(H), and every247
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cutvertex of G that belongs to B is a vertex of H, that is, B is as in (i) in the definition of H4.248

Altogether, it follows that G ∈ H4, which implies G4 ⊆ H4.249

Again, it follows easily from its definition that H4 is a hereditary class of graphs. Hence,250

in order to show the reverse inclusion H4 ⊆ G4, it suffices to show that ν4(G) = τ4(G) for251

every connected graph G in H4, which we do by induction on the sum of the order and the252

size of G. As in the proof of Theorem 5, we may assume that G is neither a tree nor a cycle.253

If G contains a block B as in (ii) or (iii) in the definition of H4, then it is easy to see that254

ν4(G) = ν4(G− V (B)) + 1 and τ4(G) = τ4(G− V (B)) + 1. If G contains a block B as in (iv)255

in the definition of H4, then we consider a graph G′ obtained from G by removing an edge of256

B that is incident with every cutvertex in B. This graph G′ is in H4, has less edges than G,257

and satisfies ν4(G) = ν4(G
′) and τ4(G) = τ4(G

′). In all these cases, we obtain ν4(G) = τ4(G)258

by induction. Hence, we may assume that G contains no such block.259

Let B be a non-trivial block of G. Let X be the set of cutvertices of G that belong to B.260

For x ∈ X, let Gx be the component of G− (V (B)\{x}) that contains x. We may assume that261

B is chosen in such a way that there is a vertex x∗ in X such that Gx is a tree for every vertex262

x in X \ {x∗}. If some tree Gx with x in X \ {x∗} contains a 4-path, then Lemma 1 implies263

the existence of an induced subgraph G′ of G with ν4(G) = ν4(G
′) + 1 and τ4(G) = τ4(G

′) + 1,264

and ν4(G) = τ4(G) follows by induction. Hence, for every vertex x in X \ {x∗}, the tree Gx is a265

star. Let X ′ be the set of vertices x in X \ {x∗}, for which Gx is not a star with center vertex266

x, that is, Gx contains a 3-path Px starting in x. Let B′ be the union of B and the paths Px267

for x in X ′. If B = Sub2(H), where H is as in (i) in the definition of H4, then B′ = Sub2(H
′)268

for the multigraph H ′ that arises from H by attaching a vertex of degree 1 to every vertex in269

X ′. Clearly, H ′ is bipartite, connected, and contains a cycle.270

First, suppose that x∗ belongs to some minimum vertex cover in H ′. By the Kőnig-Egerváry271

Theorem, this implies that every maximum matching in H ′ contains an edge incident with x∗.272

Let M be a maximum matching in H ′. Similarly as in the proofs of Lemma 3 and Lemma 4,273

we obtain the existence of an injective function f : M → E(H ′) \M such that the edges e and274

f(e) are adjacent for every edge e in M . Adding the ν(H ′) disjoint 4-paths in B′ corresponding275

to M , each formed using a subdivided edge e in M and the interior of the subdivided edge276

f(e), to a maximum 4-matching in Gx∗ − x∗ implies ν4(G) ≥ ν4(Gx∗ − x∗) + ν(H ′). Adding277

to a minimum 4-vertex cover in Gx∗ − x∗ a minimum vertex cover in H ′ that contains x∗ but278

none of the vertices of degree 1 in V (H ′) \ V (H), yields a 4-vertex cover in G, which implies279

τ4(G) ≤ τ4(Gx∗ − x∗) + τ(H ′). Now, by induction and the Kőnig-Egerváry Theorem for H ′,280

we obtain ν4(G) ≥ ν4(Gx∗ − x∗) + ν(H ′) = τ4(Gx∗ − x∗) + τ(H ′) ≥ τ4(G) ≥ ν4(G), that is,281

ν4(G) = τ4(G).282

Now, we may assume that x∗ belongs to no minimum vertex cover in H ′, which implies283

that every minimum vertex cover in H ′ contains all neighbors of x∗ in H ′. Furthermore, by284

the Kőnig-Egerváry Theorem, this implies that some maximum matching M in H ′ contains285

no edge incident with x∗. Similarly as in the proof of Lemma 4, we obtain the existence of an286

injective function f : {x∗} ∪M → E(H ′) \M such that x∗ and f(x∗) are incident, and e and287

f(e) are adjacent for every e ∈ M . Let G′ arise from Gx∗ by attaching a vertex of degree 1 to288

x∗, corresponding to the internal vertex of the subdivided version of f(x∗). Arguing similarly289

as above, we obtain ν4(G) ≥ ν4(G
′) + ν(H ′) and τ4(G) ≤ τ4(G

′) + τ(H ′), and ν4(G) = τ4(G)290

follows by induction and the Kőnig-Egerváry Theorem for H ′, which completes the proof. 2291

4 Graphs without short cycles in Gk for odd k292

For general k, an explicit characterization of Gk, similar to the ones that we obtained for G3 and293

G4 in the previous section, might not be possible. For instance, every graph of order less than294

k without a cutvertex is a block of some graph in Gk, and already in the characterization of G4,295
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we encountered sporadic blocks that required special attention. Nevertheless, if we consider an296

odd k as well as the graphs in Gk that do not contain short cycles, then the sporadic blocks297

should disappear.298

Let k be a positive odd integer. Let G ′k be the set of all graphs in Gk that contain no cycle299

of order less than k. Note that G ′3 actually coincides with G3. Let H′k be the set of all graphs300

G such that every non-trivial block B of G satisfies the following condition:301

B = Subk(H) for some multigraph H, and every component K of G−V (H) that contains302

a vertex from V (B) \ V (H) is a tree without a k-path.303

As before our goal is to show that G ′k and H′k coincide. The following lemma deals with some304

rather simple graphs in G ′k for which it is surprisingly difficult to show that they belong to H′k.305

Lemma 7 Let k be a positive odd integer, and let p be a positive integer. If the graph G in Gk306

arises from the cycle Cpk : u1u2 . . . upku1 of order pk by attaching, for every i in [pk], a path Pi307

of order pi to the vertex ui, where 0 ≤ pi < (k − 1)/2, then G ∈ H′k.308

Proof: It suffices to show that νk(G) = p. Indeed, if νk(G) = p, then νk(G) = τk(G) = p, and,309

since τk(Cpk) = p, we obtain that τk(G) = τk(Cpk), which implies that every minimum k-vertex310

cover in G must be a minimum k-vertex cover in the subgraph Cpk of G. Therefore, Lemma311

2(ii) implies the existence of a minimum k-vertex cover X in G with X = {ui+(j−1)k : j ∈ [p]}312

for some i ∈ [k]. It follows that the unique cycle Cpk in G, which is the only non-trivial block313

of G, is the k-subdivision of the cycle uiui+kui+2k . . . ui+(p−1)kui of order p with vertex set X,314

and that every component of G−X is a tree without a k-path, that is, G ∈ H′k. Hence, for a315

contradiction, we assume that νk(G) > p.316

Recall that an endvertex is a vertex of degree 1.317

Since removing an endvertex from G can reduce the k-matching number by at most 1, we318

may assume, by considering a suitable induced subgraph of G, that νk(G) = p + 1, and that319

νk(G − x) = p for every endvertex x of G. For i in [pk], let Pi be the path u1i . . . u
pi
i , where,320

for pi ≥ 1, the vertex u1i is a neighbor of ui. Note that the order of G is pk + p1 + · · · + ppk,321

and that the endvertices of G are the vertices upii for those i in [pk] with pi ≥ 1. Let P be a322

maximum k-matching in G. A path P in P that is not completely contained in Cpk is called323

special. By the choice of G, for every special path P in P , there are two distinct indices i and324

j in [pk] with max{pi, pj} ≥ 1 such that P is the path325

upii . . . u
1
i︸ ︷︷ ︸

Pi

uiui+1 . . . uj−1uj︸ ︷︷ ︸
⊆Cpk

u1j . . . u
pj
j︸ ︷︷ ︸

Pj

, (1)

where we identify indices modulo pk for the subpath uiui+1 . . . uj−1uj of P that is contained326

in Cpk. If pi ≥ 1, then P is said to have the left leg Pi, If pj ≥ 1, then P is said to have the327

right leg Pj. Since G contains at most νk(Cpk) = p disjoint non-special paths, and every special328

path contains at most 2 max{p1, . . . , ppk} < k − 1 vertices that do not belong to Cpk, the set329

P contains at least two special paths. By the choice of G, for every i in [pk] with pi ≥ 1, the330

path Pi is either the left leg or the right leg of some path in P .331

Let i in [pk] be such that Pi is the left leg of some path P in P as in (1). By the choice of G,332

the graph Gi = G− upii satisfies νk(Gi) = p. Similarly as above, this implies the existence of a333

minimum k-vertex cover Xi in Gi with Xi = {ur+(s−1)k : s ∈ [p]} for some r ∈ [k]. We will show334

that r = i−pi, which implies thatXi is uniquely determined. SinceXi has order p, and intersects335

all p paths in P \ {P}, it contains no vertex of P , and, hence, no vertex from uiui+1 . . . uj−1uj.336

Since Gi−Xi contains no k-path, this implies that r ∈ {i−pi, i−pi + 1, . . . , i−1}. Now, if r is337

not i−pi, then r ∈ {i−pi +1, . . . , i−1}, the set Xi contains no vertex from uiui+1 . . . ui+k−pi+1,338

and upi−1i . . . u1iuiui+1 . . . ui+k−pi+1 is a k-path in Gi − Xi, which is a contradiction. Hence,339
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r = i − pi as claimed. Symmetrically, if Pi is the right leg of some path in P , then Gi has a340

unique minimum k-vertex cover Xi with Xi = {ui+pi+(s−1)k : s ∈ [p]}.341

We consider some cases.342

Case 1 No path in P has a right leg.343

In this case, every special path in P contains at most max{p1, . . . , ppk} < (k−1)/2 vertices that344

do not belong to Cpk, which implies that P contains at least three special paths. By symmetry,345

we may assume that the indices r, s, and t in [pk] are chosen in such a way that346

• r < s < t,347

• ps ≤ pt,348

• Pr, Ps, and Pt are left legs of three special paths in P , and349

• no other special path in P intersects the subpath ur . . . us . . . ut of Cpk.350

By the choice of G, in this case it follows that every vertex of Cpk belongs to some path in P .
Therefore, the final condition in the choice of r, s, and t implies that

s ≡ (r + k − pr) mod k and t ≡ (s+ k − ps) mod k.

Since Xr contains the vertex ur−pr , this implies that us ∈ Xr, and that Xr contains no vertex351

from ut−k+ps+1ut−k+ps+2 . . . ut. See Figure 3 for an illustration.352

sss s
us

s ss s s ssssssss
s

ur

u1
r

upr−1
r

ssss u1
2

ups
s

~ ~

ps vertices (k − ps − 1) vertices

ut

u1
t

upt

t�� �� �� ��
Figure 3: The situation in Case 1, where vertices in Xr are indicated by the square boxes, and
the paths in P are shown in bold.

Nevertheless, since ps ≤ pt, the graphGr−Xr contains the path ut−k+ps+1ut−k+ps+2 . . . utu
1
t . . . u

pt
t353

of order k − 1− ps + 1 + pt ≥ k, which is a contradiction.354

Case 2 Some special path in P has a right leg, and some special path in P has a left leg.355

By symmetry, we may assume that the indices s and t in [pk] are such that356

• s < t,357

• ps ≤ pt,358

• Ps is the right leg of a special path in P , and Pt is the left leg of a special path in P , and359

• no other special path in P intersects the subpath us . . . ut of Cpk.360

We may assume that the non-special paths in P that intersect us . . . ut are chosen in such a361

way that their removal from us . . . ut leaves a path of the form us . . . us+s′ for some s′ ≥ 0.362

Since νk(Gs) = p, we have s′ ≤ ps − 1. If s′ ≤ ps − 2, then Xs contains no vertex from363

ut−k+ps−s′ut−k+ps−s′+1 . . . ut, and Gs−Xs contains the path ut−k+ps−s′ut−k+ps−s′+1 . . . utu
1
t . . . u

pt
t364

of order k − ps + s′ + 1 + pt > k, which is a contradiction. See Figure 4 for an illustration.365

Hence, we obtain s′ = ps − 1, which implies that ut ∈ Xs.366
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u uu u u uu
u

uu ~ ~

(ps − s′ − 1) vertices (k − ps + s′) vertices

ut

u1
t

upt

t

�� �� �� ��uuuuu
u

us+s′us

u1
s

ups
s − 1

Figure 4: Illustration of the proof that s′ = ps − 1.

If the path P ′ in P whose right leg is Ps also has a left leg, say Pr for some r < s, then Xr367

contains xr−pr , and, hence, also us+ps+1 as well as ut+1 but no vertex from ut−k+2ut−k+3 . . . ut.368

See Figure 5 for an illustration.369

t tt t ttttt
ut

u1
t

upt

t

ttttt
t
us

u1
s

ups
s

us+ps+1

ttt
ur

u1
r

upr−1
rtt t

Figure 5: Illustration of the proof that P ′ has no left leg.

Now, Gr −Xr contains the path ut−k+2ut−k+3 . . . utu
1
t . . . u

pt
t of order k − 2 + 1 + pt ≥ k, which370

is a contradiction. Hence, P ′ has no left leg, and equals us−k+ps+1us−k+ps+2 . . . usu
1
s . . . u

ps
s .371

Let r < s be maximum such that some special path P ′′ in P contains ur. By the choice of372

G, and, since P ′ has no left leg, we obtain that r ≡ (s− k + ps) mod k.373

First, suppose that pr = 0, that is, P ′′ has no right leg. Since P ′′ is special, it has a left leg,374

say Pq for some q < r. Here things work as previously; Xq contains uq−pq , and, hence, also ur+1,375

us−k+ps+1, us+ps+1, and ut+1 but no vertex from ut−k+2ut−k+3 . . . ut. Now, Gq−Xq contains the376

path ut−k+2ut−k+3 . . . utu
1
t . . . u

pt
t of order k − 2 + 1 + pt ≥ k, which is a contradiction. Hence,377

pr ≥ 1, that is, the path P ′′ has Pr as its right leg. If pr ≥ pt, then Xt contains ut−pt , and,378

hence, also us−pt+ps as well as ur+k−pt but no vertex from urur+1 . . . ur+k−pt−1. See Figure 6 for379

an illustration.380

rrr
us

rr rr rr r rr
r

u1
s

ups
s

~ ~~~

k − pt vertices pt − 1 verticespt − ps vertices
k − pt − 1 vertices

ut

u1
t

upt

t − 1r rrrrr rrr
r

r
ur

u1
r

upr
r

�� �� �� �� �� �� �� ��
Figure 6: Illustration of the proof that pr 6≥ pt.

Now, Gt − Xt contains the path uprr . . . u1rurur+1 . . . ur+k−pt−1 of order pr + 1 + k − pt − 1 ≥381

k, which is a contradiction. Conversely, if pr < pt, then Xr contains ur+pr , and, hence,382

also ut−k+pr but no vertex from ut−k+pr+1ut−k+pr+2 . . . ut. Now, Gr − Xr contains the path383

ut−k+pr+1ut−k+pr+2 . . . utu
1
t . . . u

pt
t of order k−pr−1 + 1 +pt ≥ k, which is a contradiction. This384

completes the proof. 2385

We proceed to the main result in this section, which actually contains Theorem 5 as a special386

case. In view of its simplicity, we kept the separate proof of Theorem 5.387

Theorem 8 G ′k = H′k for every positive odd integer k.388

Proof: As before, in order to show that G ′k ⊆ H′k, we show that G ∈ H′k for every connected389

graph G ∈ G ′k. By Lemma 2(i), the order of every cycle in G is a multiple of k. We may again390

assume that G is neither a tree nor a cycle. Let B be a non-trivial block of G.391
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First, we assume that B is not just a cycle, that is, it contains vertices that are of degree392

at least 3 in B. Suppose that B contains a path P : u0 . . . u` such that u0 and u` have degree393

at least 3 in B, and u1, . . . , u`−1 have degree 2 in B. Since B − u1 is connected, the path P is394

contained in a cycle C such that u0 and u` both have neighbors outside of V (C), say u10 and395

u1` , respectively. Let P0 be a shortest path in B − u0 between u10 and V (C) \ {u0}. Since the396

order of every cycle in G is a multiple of k, and, since k is odd, it follows that P0 has length −1397

modulo k, which implies that B − V (C) contains a path P ′0 of order (k − 1)/2 starting in u10.398

Similarly, B − V (C) contains a path P ′` of order (k− 1)/2 starting in u1` . If G′ is the subgraph399

of G induced by V (C) ∪ V (P ′0) ∪ V (P ′`), then n(C)
k
≤ νk(G′) ≤

⌊
n(C)+n(P ′0)+n(P ′`)

k

⌋
= n(C)

k
. It400

follows that every minimum k-vertex cover X ′ of G′ is also a minimum k-vertex cover of C, and,401

hence, as described in Lemma 2(ii). In view of P ′0, P
′
`, and the subpaths of C not covered by402

X ′, it follows that the vertices u0 and u` must both belong to X ′. This implies that the length403

` of P is a multiple of k. Let H be the multigraph that arises by replacing every path or cycle404

u0u1 . . . upk of length pk such that u0 and upk have degree at least 3 in B, and u1, . . . , upk−1405

have degree 2 in B, by the path or cycle u0uk . . . upk of length p. Clearly, B = Subk(H).406

Let K be a component of G − V (H) that contains a vertex from V (B) \ V (H). Let uv407

be an edge of H such that K intersects the subdivided edge uv. Since B is a block of G, the408

component K intersects V (B) \ V (H) exactly in the interior of the subdivided edge uv. Let409

P : uw1 . . . wk−1v be the path in G corresponding to the subdivided edge uv. Suppose, for a410

contradiction, that K contains a k-path. This implies that we may assume, by symmetry, that411

there is some i ∈ [(k − 1)/2], and a path Q : x1 . . . xi in K − V (B) such that xi is adjacent to412

wi. Let C be a cycle in B containing P . Similarly as above, we obtain the existence of a path413

R of order (k − 1)/2 in B − V (C) such that u is adjacent to an endvertex of R. If G′ is the414

subgraph of G induced by V (C)∪V (Q)∪V (R), then νk(G′) = n(C)
k

. Therefore, every minimum415

k-vertex cover of G′ is also a minimum k-vertex cover of C, and, hence, as described in Lemma416

2(ii). In view of R and the subpaths of C not covered by X ′, it follows that u must belong to417

X ′. But now, x1 . . . xiwi . . . wk−1 is a k-path in G′ −X ′, which is a contradiction. Altogether,418

it follows that K contains no k-path, which implies that K is a tree without a k-path. Hence,419

B is as in (i) in the definition of H′k.420

Next, we assume that B is a cycle C : u1 . . . upk. For every i in [pk], let pi be the max-421

imum length of a path in G − (V (B) \ {ui}) starting in the vertex ui. First, suppose that422

max{p1, . . . , ppk} ≥ (k − 1)/2. By symmetry, we may assume that p1 ≥ (k − 1)/2. Let423

X = {u1+(j−1)k : j ∈ [p]}. Clearly, B = Subk(H), where H is the cycle u1u1+k . . . u1+(p−1)ku1424

with vertex set X.425

Let K be a component of G − V (H) that contains a vertex from V (B) \ V (H). If K426

contains a k-path, then, by symmetry, we may assume that there is some index i in [pk] such427

that 1 ≤ (i − 1) mod k ≤ (k − 1)/2 and, pi is at least (i − 1) mod k. Now, G contains a428

subgraph G′ that arises from B by attaching a path of order (k−1)/2 to u1, and a path of order429

(i − 1) mod k to ui. As before νk(G′) = n(B)
k

, and Lemma 2(ii) implies that every minimum430

k-vertex cover X ′ of G′ must contain u1, and that G′ − X ′ still contains a k-path using the431

path attached to ui, which is a contradiction. Altogether, it follows that K contains no k-path,432

which implies that K is a tree without a k-path. Hence, B is as in (i) in the definition of H′k.433

Now, we may assume that max{p1, . . . , ppk} < (k − 1)/2. This implies that, for every i in434

[pk], the component Gui
of G− (V (B) \ {ui}) that contains ui, is a tree without a k-path. Let435

G′ be the induced subgraph of G that arises from G by removing, for every i in [pk], all of Gui
436

except for a path of length pi starting in the vertex ui. By Lemma 7, the graph G′ belong to437

H′k, which easily implies that also G belongs to H′k. Altogether, we obtain G ′k ⊆ H′k.438

Again, it follows easily from its definition that H′k is a hereditary class of graphs, and, hence,439

in order to show the reverse inclusion H′k ⊆ G ′k, it suffices to show that νk(G) = τk(G) for every440
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connected graph G in H′k. This now follows very easily by induction on the order using Lemma441

1 and Lemma 3, which completes the proof. 2442

5 Conclusion443

It is not difficult to extract from our results all minimal forbidden induced subgraphs for the444

graph classes G3, G4, and G ′k for odd k at least 5. Furthermore, our results imply that the graphs445

in these classes can be recognized efficiently, and that there are simple combinatorial polynomial446

time algorithms that determine maximum k-matchings and minimum k-vertex covers for these447

graphs. Apart from extending our characterizations, a natural open problem concerns the448

complexity of recognizing the graphs in Gk for general fixed k. We pose the following optimistic449

conjecture.450

Conjecture 9 For every fixed positive integer k, it can be decided in polynomial time whether451

a given graph belongs to Gk.452

Lemma 2(i) easily implies that every graph in Gk has minimum degree at most k. This implies453

that the graphs in Gk are k-degenerate, which might be a useful property for their recognition.454

For k ∈ {3, 4}, our results imply that νk(H) = τk(H) for every not necessarily induced455

subgraph H of every graph G in Gk. For k = 1, the same trivially holds, and, also for k = 2, the456

same holds, since graphs are bipartite if and only if all their not necessarily induced subgraphs457

are bipartite. We believe that these observations generalize, and pose the following conjecture.458

Conjecture 10 For every positive integer k, the set Gk equals the set of all graphs G such that459

νk(H) = τk(H) for every subgraph H of G.460

Note that Theorem 8 implies a version of this conjecture for G ′k, that is, for odd k and graphs461

that contain no cycle of order less than k.462

One proof of the Kőnig-Egerváry Theorem, as well as many polyhedral insights concerning463

matchings in bipartite graphs, rely on the total unimodularity of the vertex versus edge inci-464

dence matrices of bipartite graphs. Unfortunately, for integers k at least 3, the vertex versus465

k-path incidence matrices of the graphs in Gk are not totally unimodular. If G = Sub3(H) for466

some graph H with a vertex u of degree at least 3 for instance, then considering three suitable467

3-paths containing u as central vertex, and three suitable neighbors of u on these paths, implies468

that the vertex versus 3-path incidence matrix A of G contains the vertex versus edge incidence469

matrix of C3 as a submatrix, that is, A is not totally unimodular.470
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[8] D. Kőnig, Graphen und Matrices, Matematikai és Fizikai Lapok 38 (1931) 116-119.486

[9] X. Li, Z. Zhang, X. Huang, Approximation algorithms for minimum (weight) connected487

k-path vertex cover, Discrete Applied Mathematics 205 (2016) 101-108.488

[10] J. Tu, L. Wu, J. Yuan, L. Cui, On the vertex cover P3 problem parameterized by treewidth,489

Journal of Combinatorial Optimization 34 (2017) 414-4490

[11] J. Tu, W. Zhou, A primal-dual approximation algorithm for the vertex cover P3 problem,491

Theoretical Computer Science 412 (2011) 7044-7048.492

[12] M. Xiao, S. Kou, Exact algorithms for the maximum dissociation set and minimum 3-path493

vertex cover problems, Theoretical Computer Science 657 (2017) 86-97.494

[13] M. Yannakakis, Node-deletion problems on bipartite graphs, SIAM Journal on Computing495

10 (1981) 310-327.496

14


