SIAM J. DISCRETE MATH. (© 2011 Society for Industrial and Applied Mathematics
Vol. 25, No. 3, pp. 1443-1453

THE DOMINATION NUMBER OF GRIDS"
DANIEL GONCALVES', ALEXANDRE PINLOU", MICHAEL RAO®, axp STEPHAN THOMASSE'

Abstract. In this paper, we conclude the calculation of the domination number of all (n, m) grid graphs.
Indeed, we prove Chang’s conjecture saying that for every 16 < n < m, y(G,.,,) = LWJ — 4.
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1. Introduction. A dominating setin a graph G is a subset of vertices S such that
every vertex in V(G) \ S is a neighbor of some vertex of S. The domination numberof G
is the minimum size of a dominating set of G; we denote it by y(G). This paper is
devoted to the calculation of the domination number of complete grids.

The notation [i] denotes the set {1,2, ..., i}. If w is a word in the alphabet A, w[i] is
the ith letter of w, and for every a in A, |w|, denotes the number of occurrences of a in w
(ie., {1 € {1, ..., |w|}:w[i] = a}|). For a vertex v, N[v] denotes the closed neighbor-
hood of v (i.e., the set of neighbors of v and v itself). For a subset of vertices S of a
vertex set V of a graph, we denote by N[S] = J,cs N[v]. Note that D is a dominating
set of G'ifand only if N[D] = V(G). Let G,,,,, be the complete (n, m) grid; i.e., the vertex
set of G, is V,.,, = [n] x[m], and two vertices (¢,j) and (k) are adjacent if
|k — i+ |l— j| = 1. The couple (1,1) denotes the bottom-left vertex of the grid and
the couple (4, j) denotes the vertex of the ith column and the jth row. We will always
assume in this paper that n < m. Let us illustrate our purpose by an example of a
dominating set of the complete grid Gy, on Figure 1.

The first results on the domination number of grids were obtained about 30 years
ago with the exact values of ¥(Gs,,,), ¥(Gs.,), and y(G,,,) found by Jacobson and Kinch
[8] in 1983. In 1993, Chang and Clark [3] found those of ¥(Gs,,) and y(Gg,). These
results were obtained analytically. Chang [2] devoted his Ph.D. thesis to study the
domination number of grids; he conjectured that this invariant behaves well provided
that n is large enough. Specifically, Chang conjectured the following.

CongecTURE 1 (Chang [2]). For every 16 < n < m,

n+2)(m+2)
fJ -

V(Gum) = {(
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Fia. 1. Ezample of a set of size 131 dominating the grid Gayo.

Observe that, for instance, this formula would give 131 for the domination number
of the grid in Figure 1. To motivate his bound, Chang proposed some constructions of
dominating sets achieving the upper bound.

Lemma 1 (Chang [2]). For every 8 < n < m,

V(Gom) < {WJ —4.

In the meantime, some algorithms based on dynamic programming were designed to
compute a lower bound of y(G,, ,,). There were numerous intermediate results found for
Y(G,.n) for small values of n and m (see [4, 9, 10] for details). In 1986, Hare, Hedetniemi,
and Hare [9] gave a polynomial time algorithm to compute y(G,,,) when n is fixed.
Nevertheless, this algorithm is not usable in practice when n is over 20. Fisher [6] devel-
oped the idea of searching for periodicity in the dynamic programming algorithms, and
using this technique, he found the exact values of y(G,,,,) for all n < 21. We recall these
values for the sake of completeness.

THEOREM 2 (Fisher [6]). For all n < m and n < 21, we have
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m=;310 or m=13,16
m #5510 and m#13,16
m = 11,18,20,22,33

m # 11,18, 20, 22, 33

m =33 13,16, 18,19
m #g3 13,16,18,19
m=o9 7
m #Fyy 7
m =96 5

m Fos 5

Note that these values are obtained by specific formulas for every 1 < n < 15 and by
the formula of Conjecture 1 for every 16 < n < 21. This proves Chang’s conjecture for

all values 16 < n < 21.
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In 2004, Conjecture 1 was confirmed up to an additive constant.
THEOREM 3 (Guichard [7]). For every 16 < n < m,

R ICES TR

In this paper, we prove Chang’s conjecture, hence finishing the computation of
Y(Gum). We adapt Guichard’s ideas to improve the additive constant from —9 to
—4 when 24 < n < m. Cases n = 22 and n = 23 can be proved in a couple of hours using
Fisher’s method (described in [6]) on a modern computer. They can also be proved by a
slight improvement of the technique presented in the next section.

2. Values of y(G,, ,,) when 24 < n < m. Our method follows the idea of Guichard
[7]. A slight improvement is enough to give the exact bound.

A vertex of the grid G, ,, dominates at most 5 vertices (its 4 neighbors and itself). It
is then clear that y(G,, ) > " The previous inequality would become an equality if
there would be a dominating set D such that every vertex of G, ,, is dominated only
once, and all vertices of D are of degree 4 (i.e., dominates exactly 5 vertices); in this
case, we would have 5. |D| —n-m = 0. This is clearly impossible (e.g., to dominate
the corners of the grid, we need vertices of degree at most 3). Therefore, our goal is
to find a dominating set D of G,, ,,, such that the difference 5 - | D| — n - m is the smallest.

Let S be a subset of V(G,,,,). The loss of Sis £(S) =5-|S| — |N[9]].

Prorosition 4. The following properties of the loss function are straightforward:

(i) For every S, £(S) > 0 (positivity).

(i) If S; NSy =@, then £(S; U Sy) =£(S1) + £(S,) + |N[S1] N N[S,]].
(i) If 8" C S, then £(S") < £(S) (increasing function,).
(iv) If Sy N Sy =@, then £(S1 U Sy) > £(S1) + £(S3) (superadditivity).

Let us denote by £, ,, the minimum of #(D) when D is a dominating set of G, ,,.

Lenma 5. p(G,, ) = [Z04 0n ],

Proof. If D is a dominating set of G, ,,, then #(D) =5 - |D|— |N[D]| =5 - |D|—n - m.
Hence, by minimality of ¢, ,, and y(G, ), we have £,,,, =5 y(Gpn) — 1 - m. O

Our aim is to get a lower bound for £, ,,,. As the reader can observe in Figure 1, the
loss is concentrated on the border of the grid. We now analyze more carefully the loss
generated by the border of thickness 10.

We define the border B, ,, € V,,, of G, ,, as the set of vertices (3, j) where i < 10,
or j <10, or i >n—10, or 5> m — 10 to which we add the four vertices (11, 11),
(11, m — 10), (n — 10,11), (n — 10, m — 10). Given a subset S C V, let I(.S) be the in-
ternal vertices of S, i.e., I(S) = {v € S: N[v] C S}. These sets are illustrated in Figure 2.
We will compute b,, ,, = minp £(D), where D is a subset of B, ,, and dominates I(B,, ),
ie,DC B,,, and I(B,,,) € N[D]. Observe that this lower bound b,, ,, is a lower bound
of ¢, .- Indeed, for every dominating set D of G,, ,,, the set D' :== D N B, ,, dominates
I(B,); hence b, ,, < £(D') < £(D). In the remainder, we will compute b, ,,, and we
will show that b,,,,, = .-

In the following, we split the border B, ,, into four parts, O,,_12, P,_12, @n_12,
R,_15, which are defined just below.

For p > 12, let P, C B, ,, defined as follows: P, = ([10] x {12}) U ([11] x {11}) U
([p] x [10]). We define the input vertices of P, as [10] x {12} and the output vertices of
P, as {p} x [10]. The set P,, illustrated for p = 19 in Figure 3, corresponds to the set of
black and gray vertices. The input vertices are the gray circles, and the output vertices
are the gray squares. Recall that in our drawing conventions, the vertex (1,1) is the
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Fic. 2. The graph Gsg40. The set By 49 is the set of vertices filled in black or in gray. The set I(Bzg 49) is the
set of vertices filled in black.

bottom-left vertex, and hence the vertex (4, j) is in the sth column from the left and in
the jth row from the bottom.

For n,m € N*,let f, ,,:[n] X [m] — [m] x

[n] be the bijection such that f, (7, ) =

(j,n — i+ 1). It is clear that the set B, ,, is the disjoint union of the following four sets

depiCted in Figure 4: Pn7127 Qm712 = fn,m(melZ)a Rnle = fm,n ° fn,m(Pn712)7 and
Opm-12 = fniu(P_12). Similar to P,_j,, the sets O,, 15, @, 12, and R,,_;, have input

@ 66666664
0600666606000 00000060000066006Ll
0460606060606 6060606006060 S
0060600606060 60608606060 0O EH
000006000060 60606086060000SEH
000606000060 66 66000606060 SOEH1
0000006000000 606000000000000 &P

Fic. 3. The set Py (black and gray), the set of input vertices (gray circles), and the set of output vertices

(gray squares).
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Fic. 4. The sets O,,_19, P12, Qn_12, and R,_15.

and output vertices. For instance, the output vertices of @,,_15 correspond in Figure 3
to the white squares. Every set playing a symmetric role, we now focus on P,,_1s.
Given a subset S of V., let the labeling ¢5: V', ,, — {0,1,2} be such that

0 if (4,5) € S,
¢s(i,j) =1 if (i,§) € N[S|\ S,
2 otherwise.

Note that ¢g is such that any two adjacent vertices in G, ,, cannot be labeled 0
and 2.

Given p > 12 and a set S C P, the input word (respectively, output word) of S for
P,, denoted by w™(S) (respectively, w3™(S)), is the 10-letter word in the alphabet
{0,1,2} obtained by reading ¢g on the input vertices (respectively, output vertices)
of P,. More precisely, its ith letter is ¢g(i,12) (respectively, ¢g(p.1)). This notion
extends to O,, Q,, and R, in a natural way: For example, the output word of
§C 0, for O, is wy™ (f,n(S5))-

According to the definition of ¢, the input and output words belong to the set W of
10-letter words in {0, 1,2}, which avoid 02 and 20. The number of k-digit trinary
numbers without 02 or 20 is given by the following formula [6]:

k+1 _ k+1
) (L+v2) ;(1 vt

The size of W is therefore |W| = 8119.
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Given two words w,w’ € W, we define D;”“’/ as the family of subsets D of P,
such that
e D dominates I(P,),
e w is the input word w™(D),
e w' is the output word w)" (D).

To complete our calculation, we will need to know, for two given words w, w’ € W,
the minimum loss over all losses £(D), where D € D¥"". For this purpose, we introduce
the (8119,8119) square matrix C),. For w,w" € W, let C)lw,w'] =min,_p.. £(D),
where the minimum of the empty set is 4o0. !

Let w, w" € W be two given words. Because of the symmetry of P;, with respect to
the first diagonal (bottom-left to top-right) of the grid, if a vertex set D belongs to lejw,,
then D' = {(4.4)|(i. j) € D} belongs to D¥". Moreover, it is clear that, again because of
the symmetry, (D) = £(D'). Therefore, we have Cy[w, w'] = Cip[w’, w], and thus Ciy
is a symmetric matrix. Despite the size of C;, and the size of Py, (141 vertices), it is
possible to compute C', in less than one hour by computer. Indeed, we choose a sequence
of subsets Xy = @&, X1, ..., X141 = Pyy such that for every i € {1, ..., 141}, X; C X,
and X, 1\ X; = {z;41}. Moreover, we choose the sequence such that for every i,
X;\I(X;) is at most 21. This can be done, for example, by taking z;, =
min{(z, y):(z,y) € P1o\ X;}, where the order is the lexical order. For i€ {0, ...,
141}, we compute for every labeling f € F;, where F; is the set of functions
(X;\I(X;)) = {0,1,2}, the minimal loss /;; of a set S C X, that dominates I(X,)
and such that ¢g(v) = f(v) for every v € X;\ I(X;). Note that not every labeling is
possible since two adjacent vertices cannot be labeled 0 and 2. The number of possible
labelings can be computed using formula (1), and since | X; \ I(X;)| can be covered by a
path of at most 23 vertices, this gives, in the worst case, that this number is less than 10°
and can then be processed by a computer. We compute inductively the sequence
(Lif) ser, from the sequence (lic1p) ser,, by dynamical programming, and the matrix
C is easily deduced from (l141,f)f€Fm.

In the following, our aim is to glue P,_19, @Q,_12, Ry_12, and O,,_; together. For
two consecutive parts of the border, say, P,_i» and @,,_12, the output word of @,,_;»
should be compatible with the input word of P,_;5. Two words, w and w’ of W, are
compatible if the sum of their corresponding letters is at most 2, i.e., w[i] + w'[i] < 2
for all i € [9]. Note that w[10] + w'[10] could be greater than 2 since the corresponding
vertices can be dominated by some vertices of V,, ,, \ B, .

Given two words w, w' € W, let

C(w,w') = |{i € [10]:w[i] # 2and w'[i] = 0}| + |{i € [10]: w'[] # 2and w[i] = 0}.

LemmA 6. Let D be a dominating set of G, ,,,, and let us denote Dp = D N P,,_15 and
Do=DNQp_12. Then (DN (P,_15U Q,_12)) = £(Dp) + (D) + ¢(w, w'), where
w=w"(Dp) and w' = wo ,(f,1.(Dg)). Moreover, w and w' are compatible.

Proof. By  Proposition  4(ii), (DN (P, 19U Q_12)) = £(Dp) +£(Dg)+
IN[Dp] N N[Dg]|. It suffices then to note that #(w,w’) = |N[Dp] N N[Dy]| to get
£(D (P10 Q1)) = £(Dp) + £(Dg) + (w, w).

In what remains, we prove that w and w’ are compatible. If those two words were
not compatible, there would exist an index i € [9] such that wo™,,(f,1.(Dg))[i]+
w(Dp)[i] > 2. Thus at least one of these two letters should be a 2, and the other
one should not be 0.

out,

Suppose that wo™ ,(f,1.(Dg))[i] = 2, and note that this means that the vertex
(4,13) is not dominated by a vertex in D. Since D is a dominating set of G,, ,,, every
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output vertex of @,,_15 except (10, 13) (and every input vertex of P, ;5 except (10, 12))
is dominated by a vertex of D, or by a vertex of Dp. Thus (i, 13) should be dominated by
its unique neighbor in P,_;,, namely, (4, 12). This would imply that (4,12) € D, contra-
dicting the fact that w™(Dp)[i] # 0.

Similarly, if w™(Dp)[i] = 2, the vertex (4, 12) is not dominated by a vertex in Dp;
thus (4,12) must be dominated by the vertex (i,13) € D, contradicting the fact that
w15 (fum(D)li] #0. O

Lemma 6 is designed for the two consecutive parts P,_;5 and @,,_15 of the border of
G,.m- It is easy to see that this extends to any pair of consecutive parts of the border, i.e.,
@n-12 and R, 19, R, 15 and Oy, 19, Oy 12 and P,,_ys.

We define the matrix (8119, 8119) square matrix L, which contains, for every pair of
words w, w’ € W, the value £(w, w'):

Ljw, w] — { +o00 if w and w’ are not compatible,
’ £(w, w) otherwise.

Note that L is symmetric since £(w, w') = £(w’, w).

Let ® be matrix multiplication in (min, +) algebra; i.e., C = A ® B is the matrix
where for all 4, j, C[i, j] = min;, A[i, k] + B[k, j].

Let M, =L® C, for p > 12.

By construction, M,_j5[w, w’] corresponds to the minimum possible loss
(DN P, 1) of a dominating set D C V,,, that dominates I(P, 1) and such that
w is the output word of @,,_15 and w’ is the output word of P, _5.

Lemma 7. For all 24 < n < m, we have

bym = min M, 10wy, wo] + Moy, _1o[wy, ws] + M, _y5[ws, wa] + My, _q5[wy, wql.
Wy, Wy, W3, Wy E

Proof. Consider a set D C B, ,, that dominates I(B,,,,) and achieves £(D) = b, ,.
Let .Dp =D N Pn712) DQ =D n melz, DR =D n Rnle) and ‘DO =D N Om,12. Let
wp (wg, wg, and wo, respectively) be the input word of P, 15 (Q,_12, R, 19, and
Om-12), and w'p (wh, wh, and wf) be the output word of P, 15 (@12, Ry 12, and
Op-12). By definition of €, the loss of Dp is at least C,_j5[wp, w’p]. Similarly, we have
£(Dq) = Cyra[wg. wil, €(Dg) = Crawg, wi], and #(Do) = Cy 12w, w). By the
definition of the loss,
f(D) = bn,m
=5-[D| = |N[D]]
=¢(Do) + £(Dp) + £(Dq) + £(Dp) + L{wpy. wp] + Liw)p, wq
+ L{wf, wg] + L{wp, wol
by Lemma 6 and since N[Dp| N N[Dp| = N[Dg] N N[Dg] = @
> Cm712[w07 w/O] =+ Cnfl?[wP’ w/P] =+ C'mle[va le] + Cn712[wR7 w,R]
+ L{wly, wp] + L{wp, wq] + L{wh, wg] + L{wky, wo)
> My _12[wo, wp] + My _1o[wp, wo] + My, _15[w g, wg] + My_jp[wg, wo
since w', and wp (respectively, w) and w oWy and wp,wy and wo)

are compatibles. O
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According to Lemma 7, to bound b,, , it would be thus interesting to know M, for
p > 12. Tt is why we introduce the following (8119, 8119) square matrix 7.

Lemmva 8. There exists a matriz T such that C, .y = C, @ T for all p > 12. This
matriz is defined as follows:

+oo if Ji € [10]s.t. w[i] =0 and w'[i] = 2

+oo if i€ [9]s.t. wli] =2 and w'[i] #0

+oo if Fie{2,...,9}st. w'[i] = Lawld] #0,w[i—1]#0
and w'[i+1]#0

+oo if w'[l] =1,w[l] # 0 and w'[2] #0

+oo if w'[10] = 1,w[10] # 0 and w'[9] # 0

3 fw'ly = wly — |w'|; + |wly =1 if w'[10] =0

3wy — |wl|y — |w'|y + |w|, otherwise.

Proof. Consider aset ' C P, dominating I(P,,,),andlet S = 5" N P,. Let w =
wy™(S) and w' = wot (). Let A(S,S") =£(8") —£(S). By definition of the loss,
A(S,8) =519\ S| —|N[S]\ N[9]|. Let us compute A(S,.S") in terms of the number
of occurrences of 0’s, 1’s, and 2’s in the words w and w’. The set S’ \ S corresponds to the
vertices {(p + 1,4) | ¢ € [10], w'[i] = 0}. The set N[S'] \ N[S] corresponds to the vertices
dominated by S’ but not dominated by S; these vertices clearly belong to the columns p,
p+ 1, and p + 2. Since S" dominates I(P,,;), those in the column p are the vertices
{(p,4) | i € [10], w[i] = 2}. Those in the column p + 1 are the vertices {(p + 1,7) | i €
[10], w'[i] # 2, w[i] # 0} and possibly the vertex (p+ 1,11) when w'[10] = 0. Finally,
those in the column p + 2 are the vertices {(p + 2, ) | 7 € [10], w'[i] = 0}. We then get

o [ 3wl — Jwly — '], + [l — 1 if w[10] =0,
S, §) = {3'|w’|0—|w|2—|w’|1—|—|w|0 otherwise,
where |w|, denotes the number of occurrences of the letter n in the word w.

Thus A(S, S’) depends only on the output words of S and ', and we can denote this
value by A(w, w’). Note, however, that there exist pairs of words (w, w’) that could not
be the output words of S and S’; there are three cases:

Case 1. w[i] =0 and w'[i] = 2 since the vertex (p + 1, %) would be dominated by

(p, ) contradicting its label 2.

Case 2. w[i] =2 and w'[i] # 0 for ¢ € [9] since (p, i) would not be dominated, con-

tradicting the fact that S dominates I(P,,).

Case3. w'[i] =1and w'[i — 1] # 0, w'[i + 1] # 0, w[i] # 0 since (p + 1, ¢) would be

dominated according to its label but none of its neighbors belong to S’

For these forbidden cases, we set A(w, w') = +00.

By definition, C)[w;, w'] is the minimum loss #(5’) of a set ' C P, that dom-
inates I(P,.1), with w; as input word and w' as output word. It is clear that S = S’ N P,
dominates I(P,) and has w; as input word. Let w be its output word and note that
Cpnlw; w] =2(5) =£(5) + A(w, w'). The minimality of £(5") implies the minimality
of Z(S) over the sets X € D" . Indeed, any set X € D, could be turned into a set

X' € D, by adding vertices of the p 4 1th column accordingly to w’. Thus

Cpirlws. w] = Cylws, w] + Alw, w'),

which implies that
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1452 D. GONGALVES, A. PINLOU, M. RAO, AND S. THOMASSE

Cpir[wi, w] > min Cplw;, w'] + A(w, w').
On the other hand, for every word w, € W such that C,[w;, w,] # 400 and
A(w,, w') # 400, there is a set S € D,"", with £(S) = C,[w;, w,], that can be turned

into a set §' € Dzjﬁ/ with 2(5') = Cp[w;, w,] + A(w,, w’). Thus

c

p+1[wi’ w] < min Cp['wz’ wo] + A(wm w/)'

W,
This concludes the proof of the lemma. 0
By the definition of M, we have also M, = M, ® T. Note that T is a sparse ma-
trix: About 95.5% of its 81192 entries are +oo. Thus the multiplication by T in the
(min, +) algebra can be done in a reasonable amount of time by an algorithm using
O(n?) additions and comparisons. Note that the best known algorithm for multiplication

of the (n, n) matrix in the (min, +) algebra is due to Chan [1]: He provided a O(log}n)—time

algorithm. However, for simplicity reasons, we implemented the algorithm in O(n?).

Fact 9. The computations give us that My = Myy5 + 1. Thus, since (A + ¢) ®
B =(A® B) + ¢ for any matrices A, B and any integer ¢, we have that M5, =
M 95 + k for every k € N.

Let us define M), = minycy (M4, — k). Then, for all ¢ > p, M, > M’, + (¢ — p). By
Fact 9, M}, = mingeqo 195 p) (Mpyp — K).

Fact 10. By computing M',, and A" = M}, ® M',, we obtain that min,, ,_ (A" +
A" [wy, ws] = 76 (where AT is the transpose of A).

This implies that

min (min Miy[w;, wo] + Miy[ws, ws]) + (min My [ws, wy] + M'p[wy, wy]) = 76,
wi,Wws - Wy w,

4
min  Mp[wy, wy] + Mip[ws, ws] + Mip[ws, wy] + Miswy, w] = 76.

Wy, Wa,W3,Wy

TaEOREM 11. If 24 < n < m, then

o) = €222

Proof. By Chang’s construction [2], y(G,.) < ij —4. Let us now
compute a lower bound for the loss of a dominating set of G, ,,.

I’ﬂn,m > bn.m

> min M, _jwy, wo] + My, _yo[wa, w] + M, _15[ws, wy] + M, _yo[wy, w]
W1, Wa, W3, Wy

by Lemma 7
> min  My[wy, wo] + (n — 12 — 12) + M y[wy, w3] + (m — 12 — 12)

Wi, Wo, W3, Wy
+ My[wg, wy] + (n — 12 = 12) + M}y [wy, wi] + (m — 12 — 12)
22(n+m—48)+ min  Mi,[wy, w] + Mi,[ws, wy]

Wy, Wy, W3, Wy
+ Miylwg, wy] + Miy[wy, wi]
>2(n+m —48) + 76
> 2(n+ m) — 20.
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Thus by Lemma 5, we have

(n.m+2(n+m)—20
H(Co) > . ]
- _(n+2)(m+2)—4-‘ 4
- )
> WJ_LL 0

Our proofs and computations in this paper led us to get a lower bound on the loss
bp.ms namely, b, ., > 2(n 4+ m) — 20. This lower bound appeared to be the best possible
and allowed us to conclude the proof of our main theorem. This lower bound is highly
related to the shape of the border B, ,, (thickness of 10 with four extra vertices in the
corners). This shape was obtained after several unsuccessful attempts using other dif-
ferent shapes. Indeed, a border of thickness less than 10 or a border of thickness 10 with-
out the extra four vertices in the corner did not give a big enough lower bound to

conclude.
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