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Abstract: The discovery of unexpected behaviors in databases sociation rules [24, 29, 30, 31, 37, 36, 38, 39], or sequences
is an interesting problem for many real-world applications. In ~ [22, 34].

previous studies, unexpected behaviors are primarily addessed  In our previous work [22], we proposed a semantics based
within the context of patterns, association rules, or sequeces. framework of unexpected sequence mining. For instance,
In this paper, we study the unexpectedness with respect to ¢h  according to the behavior “people purchase Sci-Fi movies,
fuzzy recurrence behaviors contained in sequence database and then purchase rock music”, the behavior “people pur-
We first propose the notion of fuzzy recurrence rule, and then chase Sci-Fi movies, and then purchase classical music” can
present the problem of mining unexpected sequences that con be considered as unexpected, if the classical music isd:onsi
tradict prior fuzzy recurrence rules. We also develop, UFRan  ered as semantically opposite to the rock music. This work
algorithm for discovering the sequences containing unexmted has been extended with fuzzy methods in [23].

recurrence behaviors. The proposed approach is evaluatedith  In this paper, we are interested in the unexpectednessi state

Web access log data. by fuzzy recurrence ruldn the form “if the sequence, re-
Keywords: Data mining, sequence database, fuzzy recurrence rulegatedly occurs, then the sequengerepeatedly occurs”.
unexpectedness. For instance, a fuzzy recurrence rule can be “60% of cus-

tomers whooftenpurchase Sci-Fi books then Sci-Fi movies

later, also purchase PC gamefterf. This type of rules
[. Introduction reflects the associated correlations between repeateély oc

curred elements in sequential data. The unexpectedness on
During the past years, as very important models of data Migecurrence behaviors is determined by the domain-expert-
ing, association rules (frequent patterns) [1] and sed@lentdefined semantic oppositions. For instance, if we consider
patterns [2] have received much attention, such as the woliat the classical music is semantically opposite to PC game
addressed in [5, 14, 15] and [3, 27, 32, 35, 40, 42]. then the fact “1% customers winftenpurchase Sci-Fi books
Association rule mining finds the frequent correlations bemen Sci-Fi movies lateroften purchase classical music”
tween attribute sets (a.k.patterng as rules in the form “if - stands for an unexpected recurrence behavior in a customer
X then Y”, where X and Y are two patterns. An associatioRransaction database. In this case, the unexpectedness can
rule reflects the information typically like “60% of custorse 3|50 be determined from the description occurrence, skeh li
who purchase Coca Cola also purchase potato chi@®(& the consequencedrely purchase PC games” is opposite to
Cola thenpotato chip¥’. Different from association rules, “oftenpurchase PC games”.
the goal of mining sequential patterns is to find frequent cosych unexpected recurrence behaviors can be interesting fo
relations in sequence data, where a sequential pattern isnany application domains, including marketing analysis, fi
frequent sequence depicting that “A then B then C then ... hance fraud detection, DNA segment analysis, Web content
where A, B, C, ... are patterns. A sequential pattern can helgrsonalization, network intrusion detection, weathedju-
interpreting the information typically like “60% of cust@rs  tjon, and so on.
purchase beers, then purchase Sci-Fi movies, and then pgfe remainder of the paper is organized as follows. In Sec-
chase rock music”. tion 2, we introduce the related work. In Section 3, we
On the other hand, the discovery of unexpected behavighgopose the notions of fuzzy recurrence rules and present
[33] contradicting prior knowledge (which in general stand 3 pelief-driven approach to unexpected recurrence behavio
for frequent or predefined behaviors) becomes more anfkcovery. In Section 4, we develop an effective algorithm
more interesting for many real-word applications. In previygr for discovering unexpected recurrence behaviors in a

ous studies of discovering unexpected behaviors, unexpeggquence database. Finally, we conclude in Section 5.
edness is mainly stated in the context of patterns [20, 25], a
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Il. Related Work same techniques are extended to find unexpected patterns in
[25]. Moreover, in [26], Liu et al. investigated the problem
In data mining, fuzzy set theory [41] have been many enof finding unexpected information in the context of Web con-
ployed to change the domain of the attributes, employingnt mining.
granules defined by fuzzy sets instead of precise values. Suzuki et al. systematically studiexkception rulesn the
For instance, an association rife— Y depicts the relation context of association rule mining [37, 36, 38]. An associ-
“if X thenY” between patternX andY. With fuzzy sets, ation rule can be classified into two categoriescoanmon
there is a very extended way of considering fuzzy associatisense rule which is a description of a regularity for nu-
rules as “if X is A thenY is B” in considering various infor- merous objects, and @axception rulewhich represents, for
mation of attributes (mostlguantitative attributes such as a relatively small number of objects, a different, reguari
the type “ifbeer islot thenpotato chips islot "or“if  from a common sense rule. The exception rules are consid-

age isold thensalary ishigh "[6,9, 11, 16, 21, 19]. ered with respect to the common sense rules within a rule
In the same manner, the notion of fuzzy sequential pattertriplet
[7,17, 8,12, 13] considers the model sequential pattekas li (A, = ¢, Ay ANB, = ,B, % ),

“60% of young people purchase #ot of soft drinks

then purchasdew opera movies later, then purchase whereA,,, B, are itemsets and, ¢’ are items. Such a rule
many PC games, where the sequence represents “people igiplet can be interpreted as ", thenc, however ifA4,, and
young , thensoft drinks is lot , thenopera movie is B, thenc, andif B, then notc'".

few, and therPC gameis many”. Padmanabhan and Tuzhilin proposed a semantics-based
Another application of fuzzy set theory is to discovgrad-  belief-driven approach [29, 30, 31] to discover unexpected
ual patterns and rules [18, 4, 10, 13]. In this form of fuzzinespatterns in the context of association rules, where a rule
in quantitative attributes considers the correlationdinithe A = B is unexpectedvith respect to a beliek = Y in
gradual trends of the values of attributes, such as theiassoa given databasP if: (1) BAY E FALSE, which means

tion rule “if age increases  thensalary increases ", or thatthe two pattern8 andY logically contradict each other

the sequential pattern “theore visits of search page, the (i.e., AR in D such thatB UY C R); (2) A A X holds on

more Visits ofKBarticles later, and at the same time ks a statistically large subset of tuplesh(e.g., with respect
visits of question  submitting page”. to a given minimum support, the pattemu X is frequent
Unexpected behaviors are generally considered within tlie the databas®); (3) the ruleA A X = B holds and the
framework of subjective interestingness measure. The disfle A A X = Y hoes not hold (e.g., the support and confi-
covery of unexpectedness depends on prior knowledge @énce ofA A X = B satisfy given minimum support and
data that indicates what users expect. Thus, in comparisorinimum confidence but those of A X = Y do not).

with the data mining methods based on statistical frequené&n example can be that given a beligbfessional =

of data, the methods to discouarexpectednes®ntained in weekend (professionals shopped on weekends), if the rule
data can be viewed as a process using user-orieutigigc- (professional, December ) = weekday (profession-

tive measurenstead of using data-orientedbjective mea- als shopped on weekdays in December) holds but the rule
sures (professional, December ) = weekend (professionals
The notions of objective measure and subjective measuskopped on weekends in December) does not, then the rule
for finding potentially interesting patterns (and sequanti December =- weekday is unexpected relative to the belief
patterns) or rules are addressed in terméntdrestingness professional = weekend . Notice that in this approach,
measuregor data mining. McGarry systematically studiedthe logically contradiction between patterns is defineddy d
the development of interestingness measures in [28], wharein experts.

objective measures are considered as using the statistitml[34], Spiliopoulou proposed an approach for mining un-
strength (such asuppor} or structure (such asonfidencg expectedness with sequence rules transformed from fréquen
of discovered patterns or rules to assess their degreesof intsequences. The sequence rule is built by dividing a sequence
estingness however subjective measures are considered agrito two adjacent parts, which are determined by the support
corporating users subjective knowledge (suchelgef) into  confidence and improvement from association rule mining.
the assessment. A belief on sequences is constrained by the frequency of the
In the past years, unexpectedness measure has been widely parts of a rule, so that if a sequence respects a sequence
studied in various approaches to pattern and rule disceserirule but the frequency constraints are broken, then this se-
Liu and Hsu studied the unexpected structures of discovergdence is unexpected. Although this work considers the un-
rules in [24]. In the proposed approach, the existing rulesxpected sequences and rules, it is however very different
(denoted agv) from prior knowledge are regarded as fuzzyfrom our problem in the measure and the notion of unexpect-
rules by using fuzzy set theory and the newly discoveregldness contained in data.

rules (denoted a®) are matched against the existing fuzzyin [39], Wang et al. studied unexpected association rules
rules in the post-analysis process. A rule consists oftime  with respect to the value of attributes. In [20], Jaroszewic
dition and theconsequentso that given two rule®3; and and Scheffer proposed a Bayesian network based approach
E;, if the conditional parts o5; and E; are similar, but the to discover unexpected patterns, that is, to find the pat-
consequents of the two rules are quite different, then s ¢ terns with the strongest discrepancies between the network
sidered asinexpected consequettte inverse is considered and the database. Therefore, this approach can be regarded
asunexpected conditionThe computation of the similarity as frequency based, where unexpectedness is defined from
in the matching is based on the attribute name and value. Thiether itemsets in the database are much more, or much
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less frequent than the background knowledge suggests. In the remainder of this paper, we use the tegguencéo

In our recent work [23], we proposed a belief-driven apéescribe the notion akcurrence sequence

proach for recognizing fuzzy unexpected sequences corm- recurrence ruleis a rule on sequences with form
sponding to sequential implication rules.saquential impli-  (s.,%) — (sg,6), wheres,, sz are two sequences, and
cation ruleis a rule of the form “if the sequenceg, occurs @ are two integers for describing recurrence behaviors in se-
then the sequenag occurs latter” so that the beliefs are cre-quence data. A recurrence rule indicates the associatien re
ated with respect to (1) the distance betwegrandsg; (2) tion that given a sequenegif s, orderly occurs no less than
the semantics of the implication betweenandsg, i.e.,sg ¥ times withins, then orderlysz occurs ins no less thard
cannot be replaced by another sequeniceThe fuzzy sets times, that is,

are considered on the distance between the two sequences.(Sa s T8)A (> ) = (5585 C 8) A (k> 0).

——
n k

Given a sequence and a recurrence rute = (s,,v) —
In this section, we first introduce the data model and formatx, ), if (s,,v) C s and(sg,0) C s, then we say that
ize the fuzzy recurrence rules, and then we present a beliekupportsr, denoted as |= r. For instance, the recur-
system based on such fuzzy recurrence rules, with which thénce ruler = ((a)(b),3) — ((c)(d), ) depicts that given
unexpected recurrence behaviors are therefore proposed. a sequencs, if (a)(b) is contained repeatedly inno less

3 times, then(c)(d) is contained ins; in other words, if
A. Data Model (a)(b)(a)(b)(a)(b) C s, then(c)(d) C s.
tice that the occurrences ef must be ordered, that is,
example, given a rule; = {(a)(b),2) — {(¢),*), the
sequences; = ((a)(a)(c)(b)(b)) does not support;, but
the sequence; = ((a)(b)(c)(a)(b)) supportsr1; however,
the sequence; supports the rules, = ((a),2) — {((c), %)
andrs = ((b),2) — ((c),*).
Considering the integey, a human-friendly interpretation
is more flexible and more relevant to described the recur-
rence in sequence data. For instance, in market basket anal-
ysis, to point out that “the customers who often purchase

lll. Unexpected Recurrence Behaviors

We consider the sequence data that consist in binary-valu?%lﬁ
attributes. Given a set of a limited number of attribufes-
{i1,12,...,in}, €ach attribute is atem Anitemseis an un-
ordered collection of items, denoted&s- {i1,i2,...,%m},
wherei; € Ris anitem. We have thdtC R. A sequencés
an ordered list of itemsets, denotedsas I I5 - - - I, where
I; C Ris an itemset. Asequence databaseusually a large
set of sequences, denotedias

Given two sequences = I;I,...I, and s =

! A A H H H N .
I'\ I3 ... I'y, If there existintegers < i, < iz < ... < action movie DVDs often purchas@op music CDs " is

- /. /. /.
:ﬁl ngthn such t:atill S 1;)“’12 %oéf ﬁ{ 2o Im nge/I :j more relevant than the conclusion “the customers who pur-
€n the sequencels asubseque € sequence, A€ hase at least 7 times aétion movie DVDs purchase at

/ / H H H
noted ass C s'. If s C s/, we say thats is contained in least 5 times opop music CDs ”.

/ / —

§, O s” SUPPOTSs. For example, the sequense = (a)(h) We therefore extend the recurrence rule with fuzzy sets, so
|s_contr_:1|ned in the sequeneg = (a)(b)(c). _b_Ut not con- ;4 lled thefuzzy recurrence rulein the form (s,,(,) —
taTe(tjhln the stequincg;c = (ab)(c). In addition, weFde— (ss,(a), where(, and(g are two fuzzy sets for describing
noe lec?ntc;a e_na |or[bJ " sdeque_nces 2‘51?1 o hor s« andsg, and the sequencés,, (,) and(sg, () are two
example, lets, = (a)(b) andsy = (c)(d), then we have ;v vecrrence sequences. Given a sequeied a fuzzy

s1s1 = (a)(b)(a)(b) andsy sy = (a)(b)(c)(d). / is defi
Given a sequence databaBethesupportof a sequence is recurrence rulés, ¢), thats’ supportsis, ) is defined as

the fraction of the total number of sequencegirthat sup- ((5,() C ") <= (s---5sC3)A(uc(n) > recumin),

ports, denoted asupp(s, D). Given a user specified thresh- n

old of support callegninimum supportdenoted asupp,in, (1)

a sequence is frequentif supp(s, D) > suppmin. where the fuzzy degree measured by the membership func-

tion p¢ (n) must be superior or equal to a threshoddu,y, i, -

B. Fuzzy Recurrence Rules Let us consider the following example.

To study the repeatedly occurred elements in sequences, we rarely offten frequenty  always
first propose the notion akcurrence sequenda the form 1.0t
(s,1), wheres is a sequence andis a positive integer. If a 0.8+

0.61

sequence’ supportsa recurrence sequen¢e ), then the

sequence occurs ins’ at leasty times, denoted a&, ) C 8'3:
s, that is, . ‘ re | P
ol 1 7 '8 '9 1011123 14 15 16
(s, C§') <= (s---sCs)A(n>1). _ -
T Figure. 1: Fuzzy sets for describing recurrence rules.

n

A recurrence sequendg, +») is also called aj-recurrence Example 1. Given a set of distinct eventsb, ¢, d, ..., an
sequenceWe use the wildcard+” for denoting the general ordered of events can be represented as the data model of
meaning of the support between sequences, that is, sequence. Assuming that given an event sequentes
supports the recurrence sequengie)(b),4), thens sup-
((s,) Es')=(sC ). ports the subsequence)(d); if s supports the recurrence
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sequence(a)(b),9), thens supports(c). These behaviors [(sqa, (o) (58,C8) ; (Sy: Cy)]-

can be described by recurrence rules, such as theirule A belief [(sq, (o) 5 (s8,¢s) ; (s, ()] depicts that given a se-
((a)(b),4) — ((c)(d), ) and the rulery = ((a)(b),9) — quences, if s supports(s,, (.}, thens supports(ss, (3);
((c), *). Given a sequencsg such that{(a)(b),3) C s; and  howevers should not supports,, ¢,), that s,

((c)(d)) C s1, a sequencey such that{(a)(b),8) C s, and

((c)) T s2, we haves; b~ ri andsy [~ ro. However, since (($a,Ca) E5) A((s8,¢) E s) A ({1, ¢) £5). (2)

the recurrence sequences contained in these sequences and

rules are close, the sequencesand s, can be still poten- EXample 2. Assume that the customers who purchase
tially interesting. On the other hand, considering the fuzzMovies like to play games. If we consider thagames
recurrence rules’ = ((a)(b), rarely) — {(c)(d), ¥) and and books _semantlc_all_y contradict each other, where
1! = ((a)(b), often) — ((c), +), corresponding to the rules the semantic contradlct|or_1 can b(égame_),oftem Fsem

1 andr with respect to the fuzzy partitions shown in Figurel(P0ok ), often), then a belief can be defined as

1, let the threshold-ecu,,:, = 0.5, then we have; = r’
ands; = ro’. We can further define more partitions, such as
“always” or “rarely”. O

In this paper, the fuzzy recurrence rules are considered
having been predefined by domain experts, the discovery
fuzzy recurrence rules will be covered in our future resear

[((movie ), often) ; ((game), often) ; ((book ), often)] .

The fuzzy sets for purchases can also be that shown in Figure

#5The above belief describes that the customers ayien
ﬂrchasemovies also purchasegames often, however do
otoften purchasebooks . O

work. Given a beliefy, if a sequence satisfies Equation (2), then
we say that the sequensesupportsthe beliefb, denoted as
C. Belief System s | b. A sequence unexpectedo a beliefb is denoted as

. s b.
We now present thbelief systenon fuzzy recurrence rules

with integrating semantic contradiction between sequgnce
A beliefspecifies that if a sequen¢e,, () occurs, then a se-
quence(sg, (g) occurs; however a sequenge, ¢,) should We are considering to discover the sequences contained in a
not occur at the occurrence position of the sequéngelz).  database those semantically contradict a given set of fuzzy
Definition 1 (Semantic contradiction)Given two sequences recurrence rules. In order to find such sequences, we con-
(ss,(¢p) and (s, (), the semantic contradiction betweenstruct a belief system from given fuzzy recurrence rules
(sg,(¢s) and (s, (,) is a boolean value determined by awith semantic contradictions between fuzzy recurrence se-
predicateo((sg, () , (sy,(y)): if (sg,(s) semantically con- quences, so that each sequence not respecting the bekef bas
tradicts (s, (), theno((sg, () , (sy,(y)) returns 1; other- is unexpected.

wiseo({sg,(a) , (sy,Cy)) returns 0. A sequencs is unexpected if (1) the sequengse,, () oc-
Given two sequencessg,(g) and (s,,(,), denote by curs and the sequensg but the sequencés, (3) does not
(58,08) #sem (8y,¢y) Wheno((sg,(3),(sy,(y)) = 1. occur;or (2) the sequenge,, () and the sequenge,, ¢,)

The semantic contradiction is symmetric but not transieccurs. Therefore, we consider two forms of unexpected-
tive. We have thatsg, (3) %sem (S4,(y) IS €quivalent to ness in our approach with respect to the occurrence of the
(Sv:Cy) PEsem (s8,Cs), however(ss,(g) #sem (S+4,(y) Sequencessgs, (g) and(s,, (,) contained in a belief.
and(sy, (y) Zsem (Sa;Ca) donotimply that(ss, (3) #semn  Definition 3 (Occurrence-unexpectednesspiven a se-
(Sary Car)- quences and a beliefbo = [(sa,Ca);(58,(8) ; (s, ()], if

The predicateo((sg,(s), (sy,(y)) can be designed to s supports(s.,(.) and there existg C s and(sg,(g) [ s,
compute the semantic contradiction between the elemert®en the sequence is occurrence-unexpected, denoted as
(sg, () and(s,, ¢,) in various manners. For instance, givens ¢z b.

a setS of sequences, we can build a projection tablef pre-  The primary factor of the occurrence-unexpectednessin a se
defined relations o8 x S, and then the semantic contradic-quences is that the recurrence sequeng, (3) does not

tion between any(sg, (z) , (s+,(y)) € S canbe returned by occur as expected however at least the sequepaEcurs
o((ss,¢a) , (s~,(y)) with searching the tabl€’; the seman- in s, so that we also called this form of unexpectedness as
tic contradiction can also be determined by the fuzzy sets gfunexpectedness.

the recurrence, i.e., f3 semantically contradictés’ (e.g., For instance, considering the belief in Example 2, noted
oftenv.s.rarely), theno({sg, (g) , (s, (s’)) = 1. asb, let s be a customer transaction sequence, if we have
Let (sa,Ca) — (sg,(3) be a fuzzy recurrence rule andthat ((movie ),often) C s and ((game),often) C s,
(s3,(8) #sem (sy,(y) be a semantic contradiction. Thethens is expected with respect to the fuzzy recurrence rule
fuzzy recurrence rule implies an association relation betw ((movie ), often) — ((game), often); however, if we have

the sequences., (.) and(sg, {g) that if the recurrence of ((game)) C s but not((game), often) C s, for example, the

Sq I8 (o, then the recurrence 6f; is (3. The semantic con- case((game), rarely) C s, since((game), rarely) C s im-
tradiction then implies that the recurrence sequenegss)  plies that((game)) C s, thens is a3-unexpected sequence,
and(s,, () semantically contradict each other. i.e.,skgb.

Definition 2 (Belief). A belief is a conjunctiod (s.,{,) —  Definition 4 (Semantics-unexpectednes§jven a sequence
(s8,8a)} N {(58,C3) Fsem (Sv,(y)}, Where{(sq,(o) — sandabelieb = [(sqa,(a);(s8,C3); (v, ()], if s SUppoOTrts
(s,(p)} is a fuzzy recurrence rule anss,(g) %sem  (Sa,Ca) @nd there existgs,, ¢,) C s, then the sequencels
(sy,Cy) Is @ semantic contradiction. A belief is denoted asemantics-unexpected, denoted &s, b.

D. Unexpected Sequences
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Respectively, the primary factor
unexpectedness in a sequengeis that the semantic
contradiction(sg, () %sem (S+,(y) is broken because the
recurrence sequendg., (,) occurs ins, so that we also
called this form of unexpectednessasinexpectedness.
Considering again the belieb in Example 2, lets

be a customer transaction sequence, if we have that

((movie ),often) C s and{((book ),often) IZ s, then the

sequences is not unexpected with respect to the seman-

tic contradiction((game), often) #sem ((book),often);
however, if we have(book ),often) C s, thens is a~-
unexpected sequence, i.e.¥, b. Of course, it is not nec-
essary to forbidbook ) C s, for example, according to this
belief, the occurrence dfbook ), rarely) does notimply the
~v-unexpectedness.

Now we discuss the coherence in a belief system. The coh

ence in a belief system consists of fuzzy recurrence rulds a
semantic contradictions on fuzzy recurrence sequences m
be considered in sequence inclusions and covers of the fuzz

sets on recurrence. L& be a set of beliefs, for any two be-
liefs (b,0") € B, whereb = [(sa, (a); (s8,¢s) ; (84, Cy)] @and
b= [(sa’,¢a); (58", ¢s") s (s, ¢,)], the following condi-
tion must be satisfied if the beliéfis coherent:

(sp Zsy") V(G # &)

For example, let us consider two fuzzy recurrence rules
andry. Letr; = ((a),often) — ((c¢)(d),often) andrsy
((a),often) — {(e),often) where((c)(d),often) #sem
((e)(f),often) and{(e),often) #sem {((c),often). Then
r1 andrs are in conflict becausge)(f), often) implies that
((e), of ten).

Given a beliefb = [(sa,la);

(53,C3); (s4,¢y)], @n con-

straintT = [min..mazx] on the occurrence range of the se-

quences(sg, (g) Of (s,,(y) can be further applied, which
indicates that the we only take account of the occurrence
(sg,(g) Of (sy,(y) Within the range[min..max] after the
occurrence ofs,, (, ). With the constraint, a belief can be
written as[(sa,Ca) ;s (538, C3) ; (S, Gy) s min..maz]. In this
case, we note = x if the occurrence range is not specified.
Example 3. Let us consider the problem of “expiration” in

Li, Laurent and Poncel et

of the semanticsA. Belief Tree Representation

In this section, we propose a tree representation lod¢laef
systentonsisting of a set of beliefs.

Before constructing the tree representation, we first pgepo
the notions ofpremise sequenceonclusion sequence set
and contradiction setof a belief system. Given a belief

- [<sa; Coc) ) <557 CB> ; <S’Ya C’Y)]* we call the sequence,
thepremise sequen@nd the sequenacg theconclusion se-
guence A belief system can be regrouped by each distinct
premise sequence, and each group with the same premise
sequence can be regrouped by each distinct conclusion se-
guence.

Definition 5 (Conclusion sequence setpiven a belief sys-

tem B, the conclusion sequence set with respect to a premise
sequences,, (), denoted asA (s, (,), is the set of the

er-

ﬁonclusion sequences all beliefs having the premise sequen

s, Ca)-

Bsgfinition 6 (Contradiction sequence setfsiven a belief
S)ysteml’j’ and a premise sequence,, (), let (sg,(g) €

A (s, (o) be a conclusion sequence. The contradiction se-
guence set with respect to the sequefsce(,) and(ss, (),
denoted a® (s, (o) | {38, (a), Is the set of sequences such
that for each sequencg., () € O (sq,Ca) | (s8,(a), We
have that<555 Cﬁ) Fsem <5'ya C’y)

Now we define the data structure of the belief tree represen-
tation. Abelief tree denoted ag’, is a tree representation of
a belief. According to the notions defined in above, a belief
tree is a tree structure defined as bélow

of

i
1 | )
\ [ ’
P

the instance addressed in Example 2. If we concentrate on
the short term customer behaviors, e.g., within 5 to 30 days,
the belief proposed in Example 2 can be written with an oc-

) 1.
currence constraint = [5..30]

[((movie ), often) ; ((game), often) ; ((book ), often) ;5..30],

if we count the days without purchase as an empty itemset iny
customer purchase sequences. O

Given a sequence databaBeand a belief bas8, the prob-

lem of discovering unexpected fuzzy recurrence sequences
is therefore to find all sequences € D that contain 3.
(-unexpectedness and/grunexpectedness with respect to
each belieb € B that consist of recurrence rules and seman-
tic contradictions on recurrence seqguences.

IV. Approach UFR

Figure. 2: A belief tree example.

A belief treeT” corresponding to a set of belieion-
sists of one root node,-node for a premise sequence
(sasCa), @ set ofr-nodes as the sub-nodes of the root,
and a set of sequence subtrees consistingrafdes.

Ther-node has two fieldinin andmax corresponding
to the occurrence rangevin..maz]. If the occurrence
range is not specified, we letin = —1.

A s-node contains a recurrence sequence. In our im-
plementation, &-node is a reference (e.g.painterin
C/C++, or originally areferencdn JavAa) to a sequence
stored external to the tree structure.

. Each7-node possesses a sequence subtree. The sub-

root node of a sequence subtree corresponds to a con-

In this section we develop the approachr)which stands
for mining Unexpected Bzzy Recurrence behaviors.

1To respect the space allowed in the figure, a notationdikelenotes a
recurrence sequence. , ¢« ), etc.
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e),often)

c)(d),often)
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Figure. 3: An example tree presentation of a belief base.

clusion sequencésgs, () € A (sq, (o) and the sub-
nodes correspond to the set of sequen@es(,) €

O (sa»Ca) | (s8, (). Eachr-node is linked by append-
ing order for optimizing the performance of traversal.

Algorithm 1: BeliefTree (

b) : Belief tree construc-

tion.
5. A 7-link connects a r-node and eachs-node Input  : A setB of beliefs having the same premise sequence.
. Output : A belief treeT".
corresponding to each sequenceés,,(,) € 1 7= BeliefTree.Create((sa,Ca));
O (SasCa) | (58, (B)- 2 foreachb € B do
3 ny := T.appendTauNode(r.T); /* do not create new
6. A s-link connects all ((sg,(g),(sg’,¢s")) € m-node if the same exists*/
A (s, (o) such that(ss,Cs) = (sg’,Cs'), with 4 | ns:=T.appendSeqNode(n, (s5.¢5)):

respect to the appending order. For instance, in Figu
2, <551a<ﬁ1> <8527C/32> 6

Example 4 shows a tree representation of a belief base nghfo

6 different beliefs, which are shown in Figure 3.
Example 4. Given a belief base containing the following 610
beliefs: 1

n's := T.getLastSeqNode(ns);
the same sequence with, */
T.linkSeqNode(n's,ns);
reachb € B do
ns 1= T.getSeqNode({sg,(s));
n's := T.appendSeqNode(ns, (sy,Cy));
T.linkTauNode(ns.parent,n’s);

/* find lasts-node having

return T

b = [((e), often) ; {(a)(ab), o ften) ; ((c)(d), often) ; ] ;
by = [((a)(b), rarely) ; {(c)(d), often) ; {(d)(c), often) ; ] ;
bs = [{(a), always) ; {(b)(c), rarely) ; ((cd), always) ;2..5] ;
by = [{(a), always) ; {((d),often) ; {(cd), always) ;0..0] ;

bs = [{(a)(c), often) ; {(cd), always) ; {(ab), rarely) ; %] ;
bs = [{(a)(c),often) ; {(cd), always) ; {(b), rarely) ; ] .

Algorithm 2: SegMatchUfr (
Matching fuzzy recurrence sequence.

(s,0), &,

range) :

The corresponded belief base tree is shown in Figure 8]

1
2

First, we have the following belief tree construction algo-3
rithm BeliefTree (Algorithm 1). Given an input be- .
lief set B with all beliefs b having the same premise se-¢
quence(s,, (), the algorithm first creates a belief tréde 7
with the root node(s,, ¢,). For each conclusion sequence?®
(s3,(3) € A(sa,Ca), the algorithm appends the occur-9
rence constraint as ar-node to the root node and ap—l
pends the conclusion sequenggas as-node to the newly ,,
appendedr-node. Then, for each contradiction sequence
(S+,Cy) € O (sqa,Ca) | (38, (), the algorithm finds the loca- 14
tion of thes-node of(sg, {g) in the tree and appends,, (,) 15
as as-node to(sg, (g). Finally, the algorithm outputs the be-16
lief treeT for a belief group where all beliefs have the sameg;

B. Algorithms

Input : A fuzzy recurrence sequence, ¢), a sequence’, and a
pairrange.
Output : The occurrence ofs, ¢) in s’ with respect tarange.

p¢ = FuzzyMembershipFunction(();
pos := pair(0,0);
ran = range;
rec := 0;
ret := pair(—1, —1);
while pos. first # —1 do
pos := SeqMatchFirst(s, s’, ran);
if pos.first = —1then
| break;

ran. first := pos.second + 1,
rec:=rec+ 1,
if ret. first = —1 then

|_ ret. first := pos. first;

ret.seconf := pos.second,

if pe(rec) > recumin then
| return ret;

/* recumqn is globally accessible /

return pair(—1 — 1);

premise sequence.
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The fuzzy recurrence sequence matching routine is therefor @ @ /®\ /@\ /@\ /@\
the core of the approachr®, so that we develop the algo- * —(b)(ab)@(d)(a)(abc)(d)(a)(ab)(a)(ﬂc)/(a)(d)(a)(a\b/@(ab)(axﬂ)/(abc)(d)
rithm SeqMatchUfr  (Algorithm 2), which finds the occur- ® ® ® @ ®

rence of a fuzzy recurrence sequence in a sequence. The

algorithm accepts a fuzzy recurrence sequefsce), a se-

guences’, and a pairange for bounding the occurrence of Figure. 4: Matchings-unexpected fuzzy recurrence.
(s,¢) in ¢’ as inputs, and outputs the occurrencé9t) in

', if s’ supportg s, ¢) with respect to Equation (2). The sub-

routine SeqMatchFirst  finds the first occurrence of the W& have that ((a)(ab),often) E s by calling
sequence in the sequence. SegMatchUfr before matchings-unexpected fuzzy recur-

Base on the algorithmSeqMatchUfr we develop rence (i.e., performed in the main routine of the framework
the B-unexpected fuzzy recurrences as the routindlUSE whereSeqMatch is replaced bySeqMatchUir ),

UfrMatchBeta | listed in Algorithm 3 which is marked agy to (s above the sequence shown
' ' in Figure 4 and satisfies the minimum fuzzy membership

degreerecu,, = 0.6. Then,{(c)(d), rarely) = s will be
verified, where the recurrence {f)(d)) is marked asy to
() under the sequence shown in Figure 4. According to the
fuzzy sets shown in Figure 1, we have that5) = 0.5 for

Algorithm 3: UfrMatchBeta ( T, s, pos)
Matchingg-unexpected fuzzy recurrences.

Input : A belief T', a sequence, and a paipos indicating the “rarely”, so that we have thdt(c) (d) rarely} z s and the
occurrence of the premise sequesgecontained in the SR d ’
s.-node ofT'in . sequence is ﬁ-upexpecte -
Output : The set of all3-unexpected fuzzy recurrencessimvith With the illustration of matching#-unexpected fuzzy recur-
respect tal'. rence in a sequence, the matchingyainexpected fuzzy re-
S ueps ?gﬁ%ﬁjﬁ;j&tﬁo' currencedUfrMatchGamma is not difficult to understand,
3 while n, % null andn, & N do which is listed in Algorithm 4.
a4 if nr.data.min # —1then The algorithm accepts a belief groilljy a sequence, and a
5 Colntlfnue? /* recurrence rule is in sequence association  paijr pos indicating the occurrence of the premise sequence
L rue orm‘*/ s« contained in the,-node ofT" in the sequenceas inputs,
6 nsp 1= nr.firstSubNode(); and outputs all or the first-unexpected fuzzy recurrence(s)
7 while ns, # null do in s
8 u := SeqMatchFirst(ns,.data, s, pair(pos.second + ’
Lls| = 1))
9 if u.first # —1 then
10 ui= Algorithm 4: UfrMatchGamma ( T, s, pos)
SeqMatcthr(<nsB data, nsg.C > » s, pair(pos.second+  Matchingy-unexpected fuzzy recurrences.
Ls| = 1)) Input  : Abelief T, a sequence, and a paippos indicating the
1 if uw# —1then occurrence of the premise sequergecontained in the
12 uxps.add(tuple(s.id, u. first, u.second)); sq-node ofT in s.
13 if options | FIRST_UXPS_ONLY then  /x use the Output : The set of ally-unexpected fuzzy recurrencessinvith
conclusion of Lemm&? */ respect tdl".
14 | return uzps; 1 uzxps := TupleSet.Create();
L 2 ny :=T.firstTauNode();
15 ny := T.nextTauNode(nr); 8 Wh”? nr # null and nr ¢ Ndo
— 4 if nr.data.min # —1 then
16 return uxps; 5 continue;  /x recurrence rule is in sequence association
| rule form=/
. . ns., := nr.firstLinkedN ode();
Th_e algqnthm gccepts a belief grolip a sequence, anda while ., # null do
pair pos indicating the occurrence of the premise sequencg w =
<S(y7 C(x> contained in thes,-node ofT" in the sequence as SeqMatchUfr ((ns, .data, ns, .C) , s, pair(pos.second +
inputs, and outputs all or the fir§tunexpected fuzzy recur- § |S|7é— 11))th
. . ) . 9 ITu — en
rence(s) ins. The argumenpos is specified with respect to 10 wwps.add(tuple(s.id, u. first, u.second)):
the constraint on occurrence range. 11 if options | FIRST_UXPS_ONLY then /x first
For each conclusion sequengg;, (3) contained in the be- occurrence ofy-unexpectedness/
lief of fuzzy recurrence rules, the algorithm verifies wiegth 12 L retun uaps;
sg is contained irs by the subroutin&egMatchFirst . If -
13 | nq= T.nextTauNode(nr);

sp C s, the subroutinegSegMatchUfr matches whether
(sp,Cs) Z s. Thus, finally algorithm returns alp-
unexpected fuzzy recurrencés;, (g) Z s.

We illustrate in Figure 4 the matching gfunexpected fuzzy
recurrence in a given sequengavith respect to the fuzzy ¢ Experiments
sets shown in Figure 1 and the belief

14 return uxps;

The approach BRis evaluated with Web access record data.
[((a)(ab), often) ; ((c)(d), rarely) ; ((ef)(g), rarely);¥],  Two types of Web access log are used in our experiments:

one is a large access log file of an online forum site (labeled
whererecu,,;n = 0.6. asBBS), and another is a large access log file of a mixed
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homepage hosting server (labeled/dg/)v forum No.9 is a contradiction; the belief
| Data Set]| Size | Distinct Items [ Average Length|
BBS 135,562 126,383 15.55901 WWMW=
WWW 53,325 85,810 8.3507 [{(Ipubl ),often);{((I), rarely);{(/doc/ ),often) ;]

Table T Web access logs used for the evaluation.

or respecting the thesis layout, we trim the prefix of

" . . f
\T/\?efpomposlltlon of the tWIO data setg are I'f‘ted, Ihn TabI; {he path) depicts that the homepage visitors who often ac-
e first apply a sequential pattern mining algorithm 0 disgggg i publications located/itpub/ rarely access the

cover frequent sequences for studying the general bemv'%romepage*li/ . so that they should not often access the
of the data sets. The frequent 4-recurrence sequences %q:uments located ifili/doc/

8-recurrence sequences are shown in Figure 5.

The recurrence sequences in the data sets show that the re-
currence behaviors depend on the semantic characteastics
data, for instance, in our experimental data sets, the recur
rence behaviors in online forum site are more stronger than

those in mixed content Web site.
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Figure. 6: Number of sequences with unexpected fuzzy re-
currences.

Minimum support

(b) Data seWWW

Figure 6 shows our experimental results. With the decrease

Figure. 5: Number of frequent recurrence sequences. of the minimum fuzzy degree threshold, the number of un-
expected sequences increases. In Figure 6(a), we find that

We generate 15 beliefs for each data set after examining thethe “frequently” fuzzy set, the number of unexpected se-
discovered sequential patterns, frequent 4-recurreng@an quences is much less than those in the other two fuzzy sets,
recurrence sequences, which correspond to 3 groups of 5 p@cause in the data set the number of long recurrence se-

liefs: with “rarely”, “often” and “frequently”, with respet to  quences, such as 8-recurrence sequences, is less. Weaan als

the fuzzy sets shown in Figure 1. find that the unexpected behaviors focus on the recurrences

Table 2 lists several sample beliefs in our experiments. Foetween “rarely” and “often”. In Figure 6(b), there is a ghar

instance, the belief increase of the number of unexpected sequences in the “of-
BBS, = ten” fuzzy set when the minimum fuzzy membership degree

decreases from 0.6 to 0.4, because in the “often” fuzzy set,

[{(t=4 ), rarely) ; (=9 ), rarely) ; (=9 ), often) ; *] the fuzzy degree 0.5 corresponds to 4-recurrence seqyences
depicts that the forum users who rarely visit the forum No.4o that a lot of unexpected sequences in the “rarely” fuzzy
also rarely visit the forum No.9, and that they often visi th set are counted as “often”.
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V. Conclusion

Li, Laurent and Poncel et

| Belief [[ Premise(sa, (o) | Conclusion{sg,{3) | Contradiction{s,,¢,) |
BBS (f=4 ), rarely (f=9 ), rarely (f=9 ), often
BBS: || (f=0)(f=5 ), often (f=8"), often (f=4"), often
BBS; || (f=5), frequently (f=4"), rarely (f=9), often
WWWI| (Il ), rarely (MMilpub/ ), often (MMilpub/ ), rarely
WWWI/| (ITi/pub/ Y,often | (Tl ), rarely (rMi/doc/ ), often
WWWI| (I'Til ), frequently | (I'li/doc/ ), rarely | (I'li/doc/ ), often

Table 2 Sample beliefs of fuzzy recurrence rules.

In this paper, we introduce the problem of discovering un-

expected recurrence behaviors in sequence databases. We

propose a novel notion, the fuzzy recurrence rules, for de-

picting the recurrence behaviors of the data, where fuz4{0]

set theory is applied to describe the recurrence of seqaence
We present a belief-driven approach for modeling two types
of unexpectedness in recurrence behaviors, where the be-

lief consists in a fuzzy recurrence rule and a semantic coht

straint on the rule. We also develop an effective algorithm
UFR, which discovers all unexpected sequences in a se-

guence database with respect to domain expert specified
lief base and minimum fuzzy degree threshold. The expe

mental results on Web access logs show the usefulness of our
propositions.
Our future research includes the discovery of fuzzy recur-

rence rules in sequential data, we believe that our propogaR]

of this novel rule model on sequences can be interesting for
many real-word application domains.

References

[1]

(2]

[3]

[4]

[5]

[6]

[7]

R. Agrawal, T. Imielinski, and A. N. Swami. Mining as-
sociation rules between sets of items in large databases.
In SIGMOD, pages 207-216, 1993.

[15]

R. Agrawal and R. Srikant. Mining sequential patterns.
In ICDE, pages 3-14, 1995.

J. Ayres, J. Flannick, J. Gehrke, and T. Yiu. Sequential
PAttern Mining using a bitmap representationKinD,
pages 429-435, 2002.

F. Berzal, J. C. Cubero, D. Sanchez, M. A. V. Miranda,

and J.-M. Serrano. An alternative approach to disﬁ?]

cover gradual dependenciemternational Journal of
Uncertainty, Fuzziness and Knowledge-Based Systems
15(559-570), 2007.

T. Calders. Computational complexity of itemset fre-
guency satisfiability. IiPODS pages 143-154, 2004.

K. C. C. Chan and W.-H. Au. Mining fuzzy association
rules. InCIKM, pages 209-215, 1997.

R.-S. Chen, G.-H. Tzeng, C. C. Chen, and Y.-C. Hu.
Discovery of fuzzy sequential patterns for fuzzy parti-

12

[14]

[16]

[18]

[9] M. Delgado, N. Marin, D. Sanchez, and M.-A. Vila.

Fuzzy association rules: general model and applica-
tions.|IEEE Transactions on Fuzzy Systefs(2):214—
225, 2003.

L. Di-Jorio, A. Laurent, and M. Teisseire. Fast ex-
traction of gradual association rules: A heuristic based
method. INCSTSTpages 205-210, 2008.

1] D. Duboisand E. H. H. Prade. A systematic approach to

the assessment of fuzzy association rulzata Mining
and Knowledge Discovery3(2):167-192, 2006.

C. Fiot, A. Laurent, and M. Teisseire. From crisp-
ness to fuzziness: Three algorithms for soft sequential
pattern mining.IEEE Transactions on Fuzzy Systems
15(6):1263-1277, 2007.

C. Fiot, F. Masseglia, A. Laurent, and M. Teisseire.
Gradual trends in fuzzy sequential patternsI|RMU,
pages 456-463, 2008.

D. Gunopulos, R. Khardon, H. Mannila, S. Saluja,
H. Toivonen, and R. S. Sharm. Discovering all most
specific sentences.ACM Transactions on Database

Systems28(2):140-174, 2003.

J. Han, J. Pei, Y. Yin, and R. Mao. Mining frequent pat-
terns without candidate generation: a frequent-pattern
tree approactData Mining and Knowledge Discovery
8(1):53-87, 2004.

T.-P. Hong, K.-Y. Lin, and S.-L. Wang. Fuzzy data min-
ing for interesting generalized association rulesazzy
Sets and SystenE38(2):255-269, 2003.

Y.-C. Hu, R.-S. Chen, G.-H. Tzeng, and J.-H. Shieh. A
fuzzy data mining algorithm for finding sequential pat-
terns. International Journal of Uncertainty, Fuzziness
and Knowledge-Based Systerh$(2):173—-194, 2003.

E. Hullermeier. Association rules for expressingdyra
ual dependencies. IRKDD, pages 200-211, 2002.

[19] J. hyong Lee and H. Lee-kwang. An extension of asso-

ciation rules using fuzzy sets. IRSA pages 399-402,
1997.

tions in quantitative attributes. WCCSA pages 144— [20] S. Jaroszewicz and T. Scheffer. Fast discovery of unex-

150, 2001.

[8] Y.-L. Chen and T. C. K. Huang. A new approach
for discovering fuzzy quantitative sequential patternf21] C. M. Kuok, A. W.-C. Fu, and M. H. Wong. Mining

in sequence databases.Fuzzy Sets and Systems
157(12):1641-1661, 2006.

pected patterns in data, relative to a bayesian network.
In KDD, pages 118-127, 2005.

fuzzy association rules in databas8$GMOD Record
27(1):41-46, 1998.



Discovery of Unexpected Fuzzy Recurrence Behaviors in Sequence Databases 288

[22] D. H. Li, A. Laurent, and P. Poncelet. Mining unex-[38] E. Suzuki and J. M. Zytkow. Unified algorithm for
pected sequential patterns and rules. Technical Report undirected discovery of exception ruleliternational

RR-07027 (2007), LIRMM, 2007. Journal of Intelligent System20(7):673-691, 2005.

[23] D. H. Li, A. Laurent, and P. Poncelet. Discovering[39] K. Wang, Y. Jiang, and L. V. S. Lakshmanan. Mining
fuzzy unexpected sequences with beliefs. IPMU, unexpected rules by pushing user dynamicskDD,
pages 1709-1716, 2008. pages 246-255, 2003.

[24] B. Liu and W. Hsu. Post-analysis of learned rules. 14401 X.Yan, J. Han, and R. Afshar. CloSpan: Mining closed
AAAI/IAAI pages 828834, 1996. sequential patterns in large databasesSIV, pages
166-177, 2003.

[25] B. Liu, W. Hsu, L.-F. Mun, and H.-Y. Lee. Find-
ing interesting patterns using user expectatioiEEE
Transactions on Knowledge and Data Engineering

11(6):817-832,1999. [42] M. J. Zaki. SPADE: An efficient algorithm for mining

frequent sequencellachine Learning42(1-2):31-60,
2001.

[41] L. A. Zadeh. Fuzzy sets.Information and Contrql
8:338-353, 1965.

[26] B. Liu, Y. Ma, and P. S. Yu. Discovering unexpected
information from your competitors’ web sites. KDD,

ages 144-153, 2001. . .
bagd Author Biographies

[27] F. Masseglia, F. Cathala, and P. Poncelet. The PSP ap-

proach for mining sequential patterns.RKDD, pages Dong (Haoyuan) Li received his PhD degree in com-
176-184, 1998. puter science from the University of Montpellier 2, France.

He is an associate professor at the University of Tours,
[28] K. McGarry. A survey of interestingness measures fofrance. He is a member of the BDTLN team in the LI Lab-
knowledge discoveryThe Knowledge Engineering Re-oratory. His research interests include knowledge bastd da

view, 20(1):39-61, 2005. mining and its applications.

[29] B. Padmanabhan and A. Tuzhilin. A belief-driven Anne Laurent received her PhD degree in computer
method for discovering unexpected patternsKDD,  science from the University of Paris 6, France. She is an as-
pages 94-100, 1998. sociate professor at the University of Montpellier 2, Franc

. . .. [As a member of the TATOO team in the LIRMM Labora-

[30] B‘. Padmgnabhan _a_nd A. Tuzhilin. Small is beaUtIfUIiory, she works on data mining, sequential pattern mining,
Discovering the minimal set of unexpected pattems. lf}qq mining, both for trends and exceptions detectionssind i
KDD, pages 54-63, 2000. particularly interested in the study of the use of fuzzy ¢ogi

[31] B. Padmanabhan and A. Tuzhilin. On characterizatioﬁ’ provide more valuable results, while remaining scalable

and discovery of minimal unexpected patterns in rule

discovery.IEEE Transactions on Knowledge and Data Pascal Ponceletreceived his PhD degree in computer
Engineering 18(2):202—216, 2006. science from the Nice Sophia Antipolis University, France.

He is a professor at the University of Montpellier 2, France
[32] J. Pei, J. Han, B. Mortazavi-Asl, J. Wang, H. Pintoand the head of the TATOO team in the LIRMM Laboratory,
Q. Chen, U. Dayal, and M. Hsu. Mining sequentialFrance. He was a professor and the head of the data min-
patterns by pattern-growth: the prefixspan approacing research group in the computer science department at the
IEEE Transactions on Knowledge and Data EngineerEcole des Mines d’Alés, France. His research interest ean b
ing, 16(11):1424-1440, 2004. summarized as advanced data analysis techniques for emerg-
ing applications.
[33] A. Silberschatz and A. Tuzhilin. On subjective mea-
sures of interestingness in knowledge discovery. In
KDD, pages 275-281, 1995.

[34] M. Spiliopoulou. Managing interesting rules in se-
guence mining. IiPKDD, pages 554-560, 1999.

[35] R. Srikant and R. Agrawal. Mining sequential pat-
terns: generalizations and performance improvements.
In EDBT, pages 3-17, 1996.

[36] E. Suzuki. Autonomous discovery of reliable exception
rules. InKDD, pages 259-262, 1997.

[37] E. Suzukiand M. Shimura. Exceptional knowledge dis-
covery in databases based on information theory. In
KDD, pages 275-278, 1996.



