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Abstract: main. Let consider the two following sentencdk picture
With the growing popularity of the Web 2.0, we are more and  quality of this camera is highand "The ceilings of the build-
more provided with documents expressing opinions on differ- ing are high'. In the first one, (i.e. an expressed opinion
ent topics. Recently, new research approaches were defined in on a movie), the adjectiviigh is considered as positive. In
order to automatically extract such opinions on the Internet. the second sentence (i.e. a document on architecture), this
Usually they consider that opinions are expressed through ad- adjective is neutral. This example shows that an adjective i
jectives and they extensively use either general dictionaries or very correlated with a particular domain. In the same way, if
experts in order to provide the relevant adjectives. Unfortu- we find thata chair is comfortablesuch adjective will never
nately these approach suffer the following drawback: for a spe- be used when talking about movies. In this paper we would
cific domain either the adjective does not exist or its meaning like to answer the two following questions: Is it possible to
could be different from another domain. In this paper, we pro- automatically extract from the web a training set for a jgarti
pose a new approach focusing on two steps. First we automat- ular domain? and how to extract sets of positive and negative
ically extract from the Internet a learning dataset for a specific ~ adjectives?

domain. Second we extract from this learning set, the set of The rest of the paper is organized as follows. Section Il pro-
positive and negative adjectives relevant for the domain. Con- pose a brief overview of existing approaches for extracting
ducted experiments performed on real data show the usefulness opinions. Our approach, calledv®D (Automatic Mining of

of our approach. Opinion Dictionarie$ is described in section Ill. Conducted
Keywords: Text Mining, Opinion Mining, Association Rules, Se- experiments performed on real data sets from blogs are pro-
mantic Orientation. vided in section IV. Section V concludes the paper.

|. Introduction Il. Related work

With the fast growing development of the Web, and espe\é\{Je p2:/¥siljt;1ngduf:ntvsvl?p:(}e/?\izeog mgngz N opinion mining:

cially of the Web 2.0, the number of documents express-
ing opinions becomes more and more important. As iIIusA Supervised methods using existing opinion corpora
tration, let us consider the number of documents giving the’
opinions of users on a camera or on a movie. Usually prupervised methods are based on pre-existing opinion cor-
posed approaches try to find positive or negative opiniopora . These corpora are usually developed by a group of
features to build training sets and apply classificatior-alg experts. Opinion detection could then be processed by us-
rithms (based on several linguistic techniques) to autbmaing well known text mining techniques, combining lingugsti
cally classify new documents extracted from the Web. Fumand statistic tools. First these methods automaticallynlea
thermore, they associate opinion semantic orientatioh witll kinds of linguistic units or terms and then compute a
adjectives [18, 17, 20, 7, 9, 3]. One of important issue isthumodel for each corpus. Extracted terms are domain depen-
to define the list of relevant adjectives. Use either generdent. Then several classification methods are used and espe-
dictionaries or expert in order to get positive and negativeially voting systems [12, 11]. These methods are very of-
adjectives. Nevertheless, these approaches suffer tbevfol ten used in national [6] and international challenges [2f1].

ing drawback: for a specific domain either the adjective dodke training corpora are properly structured then thesersup
not exist or its meaning could be different from another dovised learning techniques give very good results. However
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the main drawback relies on the corpora themselves: the col- Phase 1: Corpora Acquisition learning
stitution of such corpora is a manual, quite long and boring phase

task which must be done for each new application domain. . L _
In order to find relevant adjectives, we first focus on the au-

tomatic extraction of a training set for a specific domain, So
we consider 2 set® and NV of seed words with respectively

As previously mentioned, most approaches consider adje‘EQs't'VG and negative semantic orientations as in [18].

tives as main source to express subjective meaning in a doc-

ument. Generally speaking, semantic orientation of a dod2 = {good, nice, excellent, positive, fortunate, correct,

ument is determined by the combined effect of adjectives superior }

found_ in gdocun_went, on the basis of an annotated dlctlo_n_a&y: {bad, nasty, poor, negative, unfortunate, wrong,

of adjectives which contain 3596 words labeled as positive

or negative (i.e. Inquirer [16] or HM containing 1336 ad-

jectives [7]). More recently, new approaches have enhanced

adjective learning with such system as WordNet [10]. These

approaches add synonyms and antonyms automatically [Bor each seed word, we use a search engine and apply a spe-

or extract opinion related words [20, 8]. Final result Qyali cial request specifying: the application domainthe seed

is strongly related to available dictionaries. Moreoversin word we are looking for and the words we want to avoid.

approaches are not able to detect differences betweercsubjeor example, if we consider the Google search engine, to get

domains (for example the semantic orientation of the adjeeaovie opinions containing the seed wagdod the follow-

tive "high"). To avoid this problem, more recent approacheig request is sent "+opinion +review +moviegobd -bad

use statistical methods based on adjective co-occurreitite w-nasty -poor -negative -unfortunate -wrong -inferior". €Th

an initial set of seed words. General principle is as folresults given by this request will be opinion documents on

lows: beginning with a set of positive and negative wordgsinema containing the worgoodand without the following

(i.e. good bad), try to extract adjectives situated nearbywords: bad, nasty, poor, ... inferior. which is specialized

each other according to distance measure. The underlying #sblog search. Therefore, for each positive seed word (resp

sumption is that a positive adjective appears more fre@peninegative) and for a given domain, we automatically colléct

besides a positive seed word, and a negative adjective Eppedocuments where none of the negative set (resp. positive) ap

more frequently besides a negative seed word. Even if thepears. This operation build 14 learning corpora: 7 postive

approaches are efficient, they encounter the same weaknessed 7 negatives. The 7 partial positive corpora constitute t

as previous techniques regarding domain related words. learning positive corpus and the The 7 partial negative cor-
pora constitute the learning negative corpus.

B. Non supervised methods for opinion detection

inferior}

[ll. The AMOD Approach

. : . B. Learning corpus creation Algorithm
This section presents an overview of the1@bd approach. g corp 9

The general process has three main phases (C.f. figure 1).

Algorithm 1: Learning corpus Creation

Adjectives Dictionary

Seodvore \ ) ) — Input: The search engine M, the domain of interest d, the
Reaess | Y Traning : — s set of positive and negative seed words P and N
] == Output: The Positive and Negative learning corpora C
1 begin
Phase 1 Phase 2 Phase 3 2 foreachp in Pdo
Figure. 1: The main process of theMoD approach 3 R=:<M,d, p, N>
- _ 4 C, = get(R, K);
« Phase 1. Corpora Acquisition learning phase.This foreach D; in C, do
phases aims at automatically extracting, for a spegjfig L Convert(D);
domain, documents containing positive and negative _ )
opinions from the Web. ! Cp=Cp UGy

s end

« Phase 2: Adjective extraction phase.In this phase,

we automatically extract sets of relevant positive and _ o _
negative adjectives. The Algorithm 1 principle is the following:

For each seed word from P set, we generate a requést

« Phase 3: Classification. The goal of this phase is to made of a search engiié, a domain (i.e. contexy, a set of
classify new documents by using the sets of adjectivd seed word to avoid. From this request, we collect automat-
obtained in the previous phase_ |Ca”y K dOCUmentSf(JnCtion get(R,K)) For each dOCUment,

we apply the functiorconvert()which convert fromHTML
In this paper we particularly focus on the first two pointsformat toTEXT format. These convertdd documents con-
Classification task uses very simple operations, and will batitute the partial corpus related to tha' 'seed word . The
enhance later on. same process is applied for negative seed words.
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C. Phase 2: Adjective extraction phase and negative corpora. At the end of this step we are thus

- . . . rovided with rules on adjectives for the positive (resmg-ne
The corpora built in the previous phase provide us with dOéa)'tive) corpus. An example of such a rule @nazing, good

ument; containing domaln relevant seed adject!ves. There- funnymeaning that when, in a sentence we havezing
fore, with these domain relevant documents, this phase

fQ- .
cuses on extracting adjectives which are highly correlategzlpoIgoool then very often (according to a support vaijeve

. L can geffunny,
with seed adjectives. So, from the collected corpora, we 9 ¥

compute correlations in collected documents between seg
words and adjectives to enrich the seed word sets with ne
opinion and domain relevant adjectives. However, to avoids we are interested in adjectives strongly correlated with
false positive or false negative adjectives we add new filteseed words, from the results obtained in the previous step we
steps. We present these steps in the following subsectionsonly keep rules having more than one seed word. We then
consider adjectives appearing in both positive and negativ
1) Preprocessing and association rules steps lists. Those correlated to several seed words having same
orientation and having a high support are kept as learned ad-
To compute correlations between adjectives which will enactives only if their number of occurrences in each documen
rich an opinion dictionary, we must determine the Part-ofyf one corpus (e.g. the positive one) is greater than 1 while
Speech tag (Verb, Noun, Adjective, etc.) of each word frorfhe number of occurrences in each documents in the other
the training corpus. So, we use the tool Tree Tagger [15orpus (e.g. the negative one) is lower than 1. Otherwise
which automatically gives for each word of a text a Part-ofthey are removed.
Speech tag and convert it to its lemmatised form. Finally, to filter associations extracted in the previowepst
Asin [17,20, 7, 9], we consider adjectives as represemtatiye yse a ranking function in order to delete the irrelevant ad
words to specify opinion. We then keep only adjectives ifectives associations placed at the end of a list. One of the
documents from TreeTagger results. most commonly used measures to find how to words are cor-
Then we search for associations between adjectives fro@jated (i.e. it exist a co-occurrence relationship betwe®
documents and seed words coming from positive angords) s the Cubic Mutual Informatiod{3) [5]. This em-
negative seed sets. The goal is to find if new adjectives ical measure based on Church’s Mutual Informatidhr)
associated with the same opinion polarity than seed worﬁi enhances the impact of frequent co-occurrences. Our ap
In order to get these correlations, we adapt an associatigfbach relies on the dependence computation of two adjec-
rule algorithm [1] to our concern. More formally, 1€t= " tjyes based on the number of pages returned by the queries
{adj1, ....adj, } a set of adjectives, anB a set of sentences, "adjective adjective” and "adjective adjectivg"! on the
where each sentence corresponds to a subset of elementg\gly, This dependence is computed in a given conéxt
1. An association rule is thus defined as-X, where XC1, (e.g. the contex€ = {movies}). Then we apply the for-
YcI, and XN'Y = @. In a rule, support corresponds tOmulaAcroDe fa15 (1) described in [14].
the percentage of sentenceslincontaining XUY. The rule |, this paper we use thécroDe f);73 measure based on Cu-
X—Y has a confidence ratig, if c% of sentences frond)  pic Mutual Information to rank adjectives since it givestbet
containingX also contairt”. results than other statistical measures (e.g. Mutual indéer

tion, Dice’s measure) [19, 14].
Sentences could be part of text separated by some PUNCtYR5-0 De s 15 (adj1, adj2) =

tion marks. Nevertheless in order to get more relevant ad- log, (nbCadil adj2” and C)+nb(*adj2 adj1” and C))? )
jectives we consider the following hypothesis: the more an 2 nb(adjl and C)xnb(adj2 and C)

adjective is close_to a_seed_ one, the more this adjective hﬂﬁ example will illustrate the behavior oferoDe fay 5. Let

the same semantic orientation. We thus define sentences, @y qqnsigefunny, an adjective extracted and classified as a
considering window sizes (WS). WS corresponds to the digitive adjective. In the contegt = {movies}, we find all
tance between a seed word and an adjective. For instancey pendencies betwe&mnyand all positive seed adjectives.

WS is set to 1 that means that a sentence is composed by F¥en. for instance by considerifignnyandgood we have:
adjective before and one after the seed word. ACT’ObefMjg(fun;ly good) —
3

!n the following sentenceThe movie is amazing, goqd_ act- Jog, (b Funny good'&movie) tnb(’good funny’semovic)) )

ing, a lot of great action and the popcorn was delicigus ‘%92 nb(' funny’& movie) x nb(’ good' & movie) 2

by considering the seeq adjectigeod (seg figure 2), with By using google, we get 118.48 for this formula. By applying

Wszl.’ we get the folloyvmg sentenc&rﬁamn'gz QOOd' great  ihis formula with all the positive seed adjectives, we get th

and with WS=2: mazing, good, great, deliciolis results listed below. We then compute the average value for

all associated seed words. Fduriny we get an average of

[wst] 17.37. We then chose a threshold value experimentally for

AcroDefyrr3 formula. In our case the threshold has been

| ]
A 4 ¥ . . .
Themovieis | amazing ,acting, alotsof actionand the popcorn was . computed to 0.005. Since the value fduriny is higher,
[ws2]

Filtering step

this adjective is added to the learned adjective list:

. , ) [Positive]funny
Figure. 2 Window Size Example

o ) ) ) - IHere we consider that the request is done on Google and taekeis
The association rule algorithm is applied both for positiv&tands for looking for the real string respecting the ordgwieen adjectives
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Adjective [17.37496]

— go0d[118.48338]

nice[3.00369]
excellenf0.13462]
positive[0.00302]
correct[4.96930E-005]
superior[1.69387E-006]
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e Not too ADJ
e Not ADJ enough

e Neither ADJ nor ADJ
In order to illustrate all these cases, let us consider the fo
lowing examples:

e The movie is not good

e The movie is not amazing at all

e The movie is not very good

e The movie is not too good

e The movie is not so good
Adjectives in low dependency with seeds words and “Cin- o The movie is not good enough
ema” domain, are eliminated by applyiadgroDe fas 3 for-
mula. For example in figure 3 we notice thexicouraging
andcurrentadjectives have a dependency value of 0.001 a
0.002. If these values are less than 0.005, these words
suppressed.

— fortunate[6.49291E-018]

e The movie is neither amazing nor funny
rF(]or 1, 2 and 7 examples, we may notice that adjective polar-
ét}gs of goodandamazingmust be inverted. This polarity is
increased by 30% from its initial value fgoodadjective in
3, 4 and 5 examples. This polarity is decreased by 30% in
example 6.

AcroDefms Filtering

Positive Negative

1. (20,948) 1. (8.330)
2 (12529) |2 (3.054)

enconraging | (0,001) | 3.

IV. Experiments

In this section, we present experiments conducted to val-
idate our approach. First we present the adjective learn-
ing phase then classification results, and finally we compare
our method to a supervised machine learning classification
method.

Documents are extracted from the research engine Blog-
Googlesearch.com. We extract documents related to ex-
pressed opinions for the "cinema" domain. Seed words and
applied requests are those already mentioned in sectién 1l
The last step to consider is to classify each document infz0r each seed word, we have limited the number of extracted

positive or negative opinion. In a first step we use a very sinflocuments by the search engine to 300. We then transform
ple classification procedure. For each document to cIassiN{:ese documents, from HTML format to text format and we
we calculate its positive or negative orientation by cormgut then use TreeTagger to keep only adjectives.
the difference between the number of positive and negatiy@ Order to study the best distance between seed words and
adjectives, from both the previous lists, encountered én trdjectives to be learned, we have tested different values fo
studied document. We count the number of positive adjeé® Window Size parameter from 1 to 3. Then, to extract
tives, then the number of negative adjectives, and we Simpgprrelatlon links between adjlectlves, we use the Apriori al
compute the difference. If the result is positive (resp. _nedgorlthmz. In conducted experiments, support value has been
ative), the document will be classified in the positive clasanged from 1 to 3%. We get for each support value, two
(resp. negative). Otherwise, the document is considered |éf§3: one negative ?‘”d one positive. As was .sta"ted in pre-
neutral. vious section, we discard from these lists adjectives being
In order to improve the classification, we extend our methogommon to both lists (for the same support value) and those
to consider adverbs used for inverting the polarities (eag, which are correlated Fo o_nly one seed word. To discard use-
neither nor, ..). For instance, let us consider the follgin!€ss and frequent adjectives we used Acralpgf measure
sentence:The movie is not bad, there is a lot of funny moWith a threshold value fixed experimentally to 0.00S.
ments The advermot inverses the polarity of the adjective [N order to test the quality of the learned adjectives, we
bad while funny, too far fromnot, is not affected. The main USe for the classification the Movie Review Data from NLP
idea is that, during the processing of the sentence, we al§§0up, Cornell University; This database possesses 1000
keep adverbs and then according to their polarity we improyePsitives and 1000 negatives opinions extracted from the In
the polarity of the adjectives. By consideringt andnei-  ternet Movie Databade We intentionally use a test corpora
ther norwe have considered the following cases (where ADYerY differentin nature from the training corpora (i.e. 49,
stands for adjective): to show the stability of our method.

e Not ADJ

e Not ADJ atall

e Not very ADJ

e Not so ADJ

(0,0002)

Figure. 3: AcroDefar13 Values for each adjective

D. Phase 3: Classification

2http://fimi.cs.helsinki.fi/fimi03/
Shttp://iwww.cs.cornell.edu/people/pabo/movie-reviesiad
“http://www.imdb.com/
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A. Evaluation positive seeds negative seeds
Adjective | Nb of occ. Adjectives | Nb of occ.
Good 2147 Bad 1413
Nice 184 Wrong 212
_ _ Excellent 146 Poor 152
Positives | Negatives| PL | NL Superior 37 Nasty 38
Seed List| 66,96 30,44 7 ’ Positive 29 Unfortunate 25
Correct 27 Negative 22
Table * Classification of 1000 positive and negative docu- Fortunate 7 Inferior 10

ments with seed words
Table 4 Occurrences of positive and negative seed adjectives
Table 1 shows classification results by considering onlg segor WS=1 and S=1%

words (i.e. without applying the oD approach) on the

negative and positive corpora. PL (resp. NL) correspond ___Learned positive adjectives
to the number of adjectives (in our case, this number corre- Adjective | occ. Nb | Adjective | Nb of occ.
Great 882 Hilarious 146
sponds to the number of seed words). Table 2 (resp. table 3), Funny 441 Happy 130
Perfect 244 Important 130
WS | S | Positive | PL NL Beautiful 197 Amazing 117
1 [ 1% | 67,% | 7+12 | 7+20 Worth 164 | Complete 101
2% | 60,3% | 7+8 | 7+13 Major 163 Helpful 52
3% | 65,6% 7+6 7+1
5 [ 1% | S576% | 7+13 | 7+35 Table 5 Occurrences of positive learned adjectives for WS=1
2% | 56,8% | 7+8 | 7+17 and S=1%
3% | 68,4% 7+4 7+4
1% | 28,9% | 7+11 | 7+48
3 [ 2% | 59,3% | 7+4 | 7+22 . . .
3% | 673% | 7+5 | 7+11 occurrence humbers are quite variable but more important fo

positive ones.

Table 2 Classification of 1000 positive documents withResults obtained by applying AcroDgfs measure as an ad-
learned adjectives jective filter are plotted in tables 7 and 8, were we consider
results obtained with several Window Sizes and support. The
proportion of well classified documents with our approach

vlvs 1§/ N;g‘;f/“’e 7?& 5 7N+'5 5 ranges from 66.9% to 75.9% for positive adjectives and from
(] 20 . . .
2% | 465% | 7+8 | 7+13 30.4% to 57.1% for negative adject|ve_s. _ _
3% | 17,7% | 7+6 | 7+1 Tables 9 and 10 show suppressed adjectives by applying the
5 1% | 49,2% | 7+13 | 7+35 AcroDefy;r3.
2% | 49,8% | 7+8 | 7+17
3% | 32,3% | 7+4 | 7+4 . .
1% | 76,0% | 7+11 | 7+48 B. Reinforcement Learning phase
3 [ 2% | 46,7% | 7+4 | 7+22 T
3% | 40.1% | 7+5 | 7+11 To enhance our method and extract the best discriminative

adjectives, we have applied the following method:
Table 3 Classification of 1000 negative documents with

learned adjectives « Enrich the seed word list with adjectives learned in the
previous application of AoD. This process give rise
shows results obtained with learned adjectives usingA to a new seed word lists.

after classifying positive (resp. negative) documentsl- Co
umn WS stands for the distances and column S corresponds'
to support values. The value 7 + 12 from the PL column at
the first line indicates that we have 7 seed adjectives and 12, Evaluate the new lists, by applying the classification
learned adjectives. As we see, our method allows, in case of procedure on the test dataset.

a negative document, a much better classification resutt. Fo

positive documents, the difference is less important bilt as

lustrated in table 4, the learned adjectives appear in a vefjis method is repeated until no more new adjectives are
significant manner in the test documents. learned.

As expected if we compare the number of learned adjectivdsgarned adjectives when applying for the first time this re-
the best results come with WS value of 1. This experimeniforcement method are showed in table 11. Learned adjec-
confirm hypothesis on adjective proximity in opinion expres

Apply the AMoD approach on the new lists to learn new
adjectives.

sion [18]. . . Learned negative adjectives

In table 2 and 3, we see that positive and negative learned Adjectives | occ. Nb | Adjectives | occ. Nb

adjective numbers may strongly vary according to support Boring 200 Certain 88

value. For example, if support value is 1% and WS=3, we R[.)(ijf.ferf”t 1‘1“73 gi”yl gg
e H . . ldiculous oclal

get 11 learned positive adjectives and 48 negative ones. A Dull 113 Favorite 29

thorough analyze of results shows that most of negative ad- Silly 97 Huge 27

jectives were frequent and useless adjectives. Expensive 95

An example of occurrence numbers for each learned adjetable 8 Occurrences of negative learned adjectives for pour
tive for WS=1 and S=1% is shown in tables 5 and 6. Thes&S=1 et S=1%
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Results for 1000 Positive documents| Suppressed Negative adjective
WS | S Positive | LP LN Adjectives | occ. Nb Adjectives occ. Nb
1 1% | 75%% 7+11 | 7+11 Next 718 Unpleasant 22
2% | 46,2% 7+6 7+8 Few 332 Unattractive 4
3% | 68,8% | 7+5 7+1 Tricky 92 Unpopular 2
2 1% | 50,6% | 7+11 | 7+18 Legal 76 Environmental 2
2% | 44,1% 7+6 | 7+11 Current 37
3% | 50,0% 7+3 7+4
1% | 31,9% | 7+11 | 7432 Table 10 Negative adjectives suppressed by applying
3 [ 2% ] 485% | 7+4 | 7+15 AcroDef; 75 in the first learning phase for WS=1 and S=1%
3% | 54,8% 7+5 7+6
1% | 46,8% | 7+16 | 7+30
2% | 357% | 7+6 | 7+25 Learned positive adj. || Learned negative adj.
4 3% | 49,9% | 7+3 7+9 Adjectives | Nb of occ. Adjectives occ. Nb
Interesting 301 Commercial 198
Table 7 Classification of 1000 positive documents with comic 215 Dead 181
L. Wonderful 165 Terrible 113
learned adjectives and AcroDgfs Successful 105 Scary 110
Exciting 88 Sick 40
Results for 1000 Negative documents| o ) ] )
WS | S [ Negative| LP LN Table 11 Learned adjective occurrences with the first rein-
1 [ 1% | 571% | 7+11 ] 7+11 forcement for WS=1 and S=1%
2% 56,1% 7+6 7+8
324’ 41'32/" 7+5 7+1 WS S Positive | Negative | PL NL
o | 1% | 540% | 7+11] 7+18 T | 1% | 78.0% | 54,9% | 7+16 | 7+16

2% 59,2% 7+6 | 7+11
3% 58,9% 7+3 7+4
1% 59,8% 7+11 | 7+32

Table 12 Classification of 1000 positive and negative docu-

3 [2% | 54.9% | 7+ | 7+15 ments with learned adjectives and Acroef
3% 57,8% 7+5 7+6
1% | 64,7% | 7+16 | 7+30 Learned positive adj.
4 2% | 63,1% | 7+6 | 7+25 Adjectives | Nbofocc. || Learned negative adj.
3% | 632% | 7+3 | 7+9 special 282 Adjectives | Nb of occ.
entertaining 262 awful 109
Table 8 Classification of 1000 negative documents with sweet 120

learned adjectives and AcroDefs o _
Table 13 Learned adjective occurrences with the second re-

inforcement for WS=1 et S=1%

Suppressed Positive adjective
Adjectives occ. Nb
Helpful 52 WS S Positive | Negative | PL NL
Inevitable 42 1 1% | 78, ™6 46, %% | 7+16 | 7+16
Attendant 4
Encouraging 2 Table 14 Classification of 1000 positive and negative docu-

- o ~ ments with learned adjectives and Acroef
Table 9 Positive adjectives suppressed by applying

AcroDef 3 in the first learning phase for WS=1 and S=1% Suppressed positive Adjectives
Adjectives | occ. Nb | Adjectives | occ. Nb
Proud 187 Human 114
tives considered as relevant and representative will thus e Regular | 137 Smart 108
ich our adjective set. Obtained results for the classiboat Small 120 Modemn | 89
e . . . . Suppressed negative adjectives
are showed in table 12. The ratio of well attributed positive Adjectives | occ. Nb | Adjectives | occ. Nb
documents has been improved with the second reinforcement Historical 167 Political 101
learning phase from 75.9 #8.1%. Own 123 Slow 87
Total 111 Married 76

Learned adjectives with the first reinforcement are then
added to the previous seed word lists and the process is re-
peated. The second reinforcement phase produces new @gble 15 Suppressed adjective Lists with AcroDef after the

jectives (C.f. Table 13). first reenforcement phase for WS=1 and S=1%
Table 14 shows that the classification result for positive-do

uments has improved from 78.1% 78.7%6, for the same

dataset test. But results are slightly lower for negativeudo

ments. We may explain this by the too elementary classificé new application of the reinforcement learning phase does

tion procedure lying on adjective occurrence number. not produce any new adjectives. At the end of the process

The learned adjective list shows that occurrence figures fare obtain two relevant and discriminatory adjective lists

positive learned adjectives is notably greater than those f(C.f. Table 16) for thesinemadomain.

learned negative adjectives. This significantly influermes

classification results. Note that the (relative) number of occurrences for positive
learned adjectives is significantly higher than the negativ

Table 15 shows suppressed adjectives with Acrodef compane. To illustrate this point, we evaluate the positive [fres

tation. negative) opinion adjectives coverage from the positiesr

Solid 103 Strange 76
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E(?_S'“_Ve adJi‘;t_'Ve_"St Negative adjective Tist time we have increased by 50 the number of collected doc-
é’f)f:g’e é‘igg‘t’e Adjective | Adjective uments until we get a stability on the number of learned ad-
vee | Funy |l e egives. . S .
Excellent Perfect 9 - The figure 4 depicts the relationship between the size of
- f Poor Ridiculous
Superior Beautiful
Positive Worth Nasty Dull
osl . U nfO rtunate S|I |y Relation between Size of learning corpus and number of learned Adjectives
Correct Major ) .
. Negative Expensive
Fortunate | Interesting S o I -~ =
S . Inferior Huge
Hilarious Comic . g
Certain Dead =
Happy Wonderful . h i
Dirty Terrible 3
Important | Successful ’ £
) - Social Scary 5,
Amazing Exciting : ; 3
LS Favorite Sick - e -
Complete | Entertaining . 2
) Awful Commercial H
Special Sweet
Table 16 Adjective lists for WS=1 and S=1% for the domain - Sief caring corpus by seed word
"cinemd

Figure. 4: Relation between the size of training corpus and

) ) the number of learned adjectives
negative) test corpus. These coverage ratios (learned posi

tive (resp. negative) adjective number/ adjective num@e¥) the corpus and the number of learned adjectives. As we can
given in Table 17. This ratio shows that negative opinions iRotice, above 2800 documents (i.e. 200 documents for each
seed word) we do not learn much new adjectives. For 700
documents (i.e., 50 documents for each seed word) we only
find the adjectiveamazing For 1400 documents, the learnt
positive adjectives arehelpful, happy, greaivhile the neg-
ative ones arefew, different, boring, expensive, tricky, dull

test corpus are less expressed by learned adjectives than go°r 2100 documents positives arinny, attendant, beauti-
itive ones. This may partly explain the lesser results aghie ful, complete, important, worth, helpful” and the negadive
with the negative adjectives list. Thus, we may consider théfidiculous, silly, legal, certain socialFor 3500 documents,
negative opinions are expressed by other adjectives Kdiffd10 more positive adjectives are learnt.

ent from the learned list) and/or Other types of words (eg.
adverbs). E. Comparison with a standard classification method

Positive
12.247%

Negative
7.255%

Coverages

Table 17 Learned adjectives coverage ratios

C. Negative forms integration Finally we conducted some experiments in order to compare

We then improved our classification method by integratinge results obtained with a traditional classification roeith

different sentence negation forms as presented in NI-D. and with our approach. The classification method used for
experiments is GPIVOTE[12]. This approach use a training

WS [ S [ Positf | LP LN corpus and a system of vote with several classifiers (SVM,
1 [ 1% | 8286 | 7+19 | 7+17 ngrams, ...). Experiments have been done on the same
Table 18 Classification of 1000 positive documents withdatasets for learning and tests.

learned words, AcroDef;3 and negation So we adapted the different process phases as follows (c.f.
figure 5):

Seed words \
Requests

Search
Engine

Phase 1

Figure. 5: Supervised method process

Reduced Vectors

. Vote Classification

I z

[ Info-gain Vector | a
space reduction New
Document t

Phase 2

WS | S
1 1%

Negative | LP LN
52,%% 7+19 | 7+17

Unigram Vectors

Vectorisation

Training
Corpus

Class

Table 19 Classification of 1000 negative documents with
learned words, AcroDef 3 and negation

Phase 3

Classification results for 1000 positive documents impdove
from 78.7% t082.6% and from 46.7% tdb2.4% for 1000
negative documents as shown in tables 18 and 19. This

improvement in classification results justifies the use of | ppase 1 - Corpora Acquisition learning phaseThis

negative forms and part of speech tagging treatments for all phase is the same as in Amod approach. (see section
documents. I11-A).

« Phase 2 : Vectorisation.This phase computes the cor-
pus vector space model. We extract from the corpus
all unigrams. Each unigram is considered as a dimen-
sion of the vector space. Each document is converted in

In this experiment, we want to know how many documents  an frequency or occurence vector. We then compute a

are required to produce a stable and robust training set? We vector space reduction by using the “infogain” method

thus applied the AoD training method several times. Each [12]. Each document is represented as a reduced vector.

D. Experiments related to training sets size
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« Phase 3 : Classification. In this phase we compute < ';"ethodd | V‘is 1§/ Z‘;ng)’e 7P'-0 ;\“-0
s . . eea woras only (1} ,9/0 + +
and use a classifier votllng system to assign a cllass 10— leamedwordsl T 1196 T 996 7526 | =+10
each new document. First we work out automatically

the voting classifier model by using the learning corpu . e .
mentionned before, then this model is used to associa gble 21 40 positive documents Classification with seed ad-

a class to each new document of the test corpus. jectives only and with learned adjectives, Acrobgf and
negation filters

To compare our results, we used the well known FScore mea-

sure [13]. FScore is given by the following formula: V. Conclusion
Fscore = 2X Precision X Recall
Precision+Recall H H
Fscore is a compound between Recall and Precision, givirl@thIS paper, we proposed a new approach for automatically
extracting positive and negative adjectives in the conbéxt

the same weight to each measuRrecisionandRecallare

defined as follows: the opinion mining. Experiments conducted on training sets

(blogs vs. cinema reviews) show that with our approach we

— Nbd t ightly attributed to cl 3 . . g .
Recall; = S e o dass i are able to extract relevant adjectives for a specific domain
Procision, = Nb documents rightly attributed to class i Future works may be manifold. First, our method depend on

1S10M; = Nb documents attributed to class i good quality of documents extracted from blogs. We want
to extend our training corpora method by applying text min-
Documents : Positives | Negatives ing approaches on collected documents in order to minimize
FScore @PIVOTE: | 60,5% 60,9% lower noisy texts. Second, in this work we focused on ad-
. 0, 0, . . .
FScore aob: | 71,73% | 62,2% jectives, we plan to extend the extraction task to other-cate

Table 20 Fscore classification results for 1000 negative angones
positive test documents with@®1voTEand AMOD
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